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Introduction

This Statistics Applications book was written to help you get the most
from your HP-33E calculator. The programs were chosen to provide
useful calculations for many of the common problems encountered in
statistics.

They will provide you with immediate capabilities in your everyday
calculations and you will find them useful as guides to programming
techniques for writing your own customized software.

You will find general information on how to key in and run programs
under ‘‘A Word about Program Usage’’ in the Applications book you
received with your calculator.

We hope that this Statistics Applications book will be a valuable tool in
your work and would appreciate your comments about it.
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General Statistics

Covariance and Correlation Coefficient

For a set of given data points {(xi, Vi), 1 =

and the correlation coefficient are defined as:

covariance Sy, =

or sy’ :%(H 2x; Yi — 2 2yi)
n

correlation coefficient r =

nn-—1)

Sxy

Sx Sy

where s, and s, are standard deviations

. = ’n 2x2 — (2x;)?
* nn —1)
. = l/n Syt = Gy
¥ n(n—1)

1,2, ..., n}, the covariance

(n 2X; y; — 2 2;)

General Statistics
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STEP

INSTRUCTIONS

INPUT
DATA/UNITS

KEYS

OUTPUT
DATA/UNITS

Key in the program

Initialize

(F] (eram) (1] (Reg)

Perform this step for

i=12..n

X;

Yi

R/S

Correlation coefficient

(cse] 03

Calcuiate covariance s,

R/S

Sxy

R/S

~N | g A

For a new case go to step 2.

Ezample:

I 26 30 44

50

62 68

74

| 92 8 78

Solution:
r = —0.9572
Sxy = —354.1429

" '
Sxy

Keystrokes

—303.5510

Display

(1] (erem) (7] (ReG)

26 (evTERe) 92 (RIS]
30 (&R 85 [R/S]

74 [BERY) 40 (R/S]

(Gs8) 03

1.0000
2.0000

7.0000
-0.9572

81

Note: —1=sr=s|
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(OCLEAR 00 R/S 08— 74
01- 25 2 09- 24 2
00 02- 13 00 | |1 10- 1
30| 03- 1423 || 11- 41
RIS 04- 74 | | 12— 61
@G 05- 15 25 2 13- 24 2
E3) 06- 61 ® 14— 71
G4 07- 61 00 15- 13 00
REGISTERS
R, R, R, n R; 3x
R, 2=x? Rs Xy Rs Z2y? R, Z2xy

4

~-354.1429
-303.5510

40



6 General Statistics
Moments and Skewness

This program calculates the following statistics for a set of given data
Xq, Xz, ---s Xnjt

1t moment X = X;

i=1

5| —

1 -
24 moment m, =—2x;Z — X2
n

1 3_ -
3 moment m; = — 2x° — —X 2x;2 + 2%®
n n

moment coefficient of skewness

mg
my32

Y1 =

General Statistics 7
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
() CLEAR (Prem) | 00 B3] 23- 61
01- 31 2 24- 24 2
@ 02- 15 0 ||@® 25- 71
03- 25 3 26- 3
00 04- 1300 | |x 27- 61
5 05- 24 = 28- 41
2 06- 24 6 29- 24 6
® 07- 71 30- 31
6 08- 23 6 @7 31~ 15 0
" 09- 74 | = 32- 61
3 10- 24 2 33- 2
2 11- 24 = 34- 61
= 12- 71 35- 51
6 13- 24 6 0 36- 23 0
@G 14- 15 0 R/S 37- 74
= 15— 41 0 38- 24 0
1 16- 23 1 1 39~ 24 1
R/S 17- 74 1 40- 1
7 18- 24 7 41— 73
2 19- 24 2 |5 42- 5
@ 20- 71 | |o™ 43- 14 3
3 21- 24 3 ||® 44- 71
6 22- 24 6 00 45- 13 00
REGISTERS
R, m, R, m, R, n R; 3x
R, 3=x* Rs =x? Rs X R, 2x®




8 General Statistics
STEP INSTRUCTIONS DATAUNITS KEYS OAYNUNITS
1 |Key in the program
2 |lnitialize (1] (erow] (1] (ReS)
3 |Performfori =1,2,..., n:
Input x-value Xi R/S i
4 |Delete erroneous data X (Every) ()3 (1)
=3
5 |Calculate the mean 05 X
6 |Calculate the second and
third moments RIS m,
R/S m,
7  |Calculate the moment
coefficient of skewness RIS Y
8 |For new case, go to step 2.
Example:
i|]1 2 3 4 5 6 7 9
X I 21 35 42 65 41 36 53 37 49
Solution:
X = 4.21
m, = 1.39
mg = 0.39
v, = 0.24

General Statistics 9

Keystrokes Display
(f] [Prom] (1] (REG)

2.1 3.5

4.2

4.9 9.0000
05 4.2111
1.3899
0.3864
RIS 0.2358

Partial Correlation Coefficients

The partial correlation coefficient measures the relationship between any
two of the variables when all other are kept constant.

For the case of 3 variables, the partial correlation coefficient between
X, and X, keeping X; constant is

Tig = Itz Ipg

B V(I =157 (1 = 157

T2 .3

where r;; denotes the correlation coefficient of X; and X;.

Similarly, for the case of 4 variables, the partial correlation coefficient
between X, and X, keeping X; and X, constant is

Tig .4 —Ig . 4Te3 .4 Ijg .3 ~ g .3T24.3

- \/(1 — 3.4 (1 — 3. 4% - \/(1 — I3 (1 — 1y 5?)

T2 . 34

Any partial correlation coefficient can be calculated by means of these
formulas (using this program) if correlation coefficients ry,, 13, Tag, ...
are given.

Note:

This program finds ;3 . 5, I3 . ; by similar formulas.

Reference:
S. Wilks. Mathematical Statistics, John Wiley and Sons, 1962.



10 General Statistics

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(fJCLEAR (Prem]| 00 0 13- 23 0
2 01- 23 2 1 14~ 24 1
(E2]F3) 02- 15 0 2 15- 24 2
1 03- 1 3} 16— 61
= 04- 91 || 17- 41

X%y 05- 21 Xxy 18- 21
1 06— 23 1 & 19- 71
@& 07- 15 0 RIS 20- 74
1 08— 1 21~ 24 1
= 09- 41 2 22- 24 2
=] 10- 61 0 23— 24 0
M= 11- 14 0 01 24- 13 01
X%y 12— 21

REGISTERS

Ro T2 Mg faa | Ry Tys, Taa, Toz R, ras, 12, M3 R,

R. Rs Re R,

STEP INSTRUCTIONS DATAUNITS KEYS DATAONITS

1 Key in the program

2 | Input data and calculate

correfation coefficients Mo
Mg
la3 01 | ST
(rrs] [
R/S To3 . 1
3 | For a new case, go to step 2.

General Statistics 11
Example:

Suppose rj; = —0.96, 1,3 = —0.1, 153 = 0.12, then the partial correlation
coefficients are:

T2 -3 —.96
Iy .o = .05
Iy ., = .09

I

Keystrokes

.96 .1

12

01 -0.9597
0.0547
0.0861

Display



Probability

Factorial
This program calculates factorials for positive integers between 2 and 69.
nl=nn—1Dm-—-2)...2)1A)

Notes:

1. For large values of n, the program will take some time to arrive
at a result, up to a maximum of about 20 seconds for n = 69.

2. The program checks for the input values automatically. “Error 0”
will be displayed for n < 2 or n > 69, and non-integer numbers.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(JCLEAR [Prev]| 00 X%y 15— 21
13 01- 1213 | |B=) 16- 14 51
02- 31 28 17- 13 28
1 03- 112 18- 2
0 04- 23 0 ||HED 19- 14 51
Xxy 05- 21 28 20- 13 28
@ 0 06- 23 61 0 Xy 21- 21
1 07- 1 22- 31
=) 08- 41 | |®(mac) 23- 15 33
M= 09- 14 61 24- 15 61
06 10- 13 06 28 25- 13 28
0 11- 24 0 26— 21
00 12- 13 00 | |®(EN) 27- 15 12
6 13- 6 | [0 28- 0
9 14- 9 | |@ 29— 71
REGISTERS
R, Used R, R, R,
R, Rs R R,

12
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INPUT OuTPUT

STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS

1 | Key in the program
2 |Keyinn (2 =n < 69) n (cs8] 01 n!

3 | For a new n, go to step 2.

Examples:
1. 5!'=120
2. 10! = 3628800

Keystrokes Display

5 01 120.0000

10 01 3,628,800.000
Permutation

A permutation is an ordered subset of a set of distinct objects. The
number of possible permutations, each containing n objects, that can be
formed from a collection of m distinct objects is given by

WP, =(m—’f’_ﬁ =mm-1)...(m—n+1)

where m, n are integers and 0 < n < m.
Notes:

1. P, can also be denoted by P, P(m,n) or (m),,.

2. wPo=1,uP, =m, P, =m!



14 Probability

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
()CLEAR(erem)| 00 = 23- 41
1 01~ 23 1 O&E=) 24- 14 71

X%y 02- 21 28 25— 13 28
0 03- 23 0 26— 22
0 04- 24 0 17 27- 13 17
1 05— 249 1 28- 22
06- 15 71 29- 22
31 07- 13 31 00 30- 13 00
MO &=) 08- 14 71 1 31- 1
33 09- 13 33 00 32- 13 00
[EBJESS)] 10- 14 51 1 33- 1
41 11- 13 41 = 34- 41
1 12- 1 ®Ex=9 35- 15 71
O 13- 14 71 39 36— 13 39
43 14— 13 43 E9I3 0 37- 23 61 0
15- 22 33 38— 13 33
= 16— 41 0 39- 24 0
1 17- 1 00 40- 13 00
18- 51 0 41- 0
x 19- 61 = 42- 71
M stx) 20- 14 73 43- 22
0 21- 24 0 44- 22
1 22- 1 00 45— 13 00

REGISTERS
R, m R, R, R,
R, Rs Rs R,

Probability 15

INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS

1 | Key in the program
2 |Input m, n and m
calculate permutations n 01 wPa

3 | For a new case, go to step 2.

Examples:
1. 4Py = 74046
2. Py = 26122320

Keystrokes Display
MET o

43 3 01 74,046.

73 4

01 26,122,320.
Combination

A combination is a selection of one or more of a set of distinct objects
without regard to order. The number of possible combinations, each
containing n objects, that can be formed from a collection of m distinct
objects is given by

m! ~m(m—1)...(m—n+1)

(m — n)! n! 1-2-...°n

an

where m, n are integers and 0 < n < m.
This program calculates ,C,, using the following algorithm:
I. Ifn=m-—n

C__m—n+l.m—n+2‘ . m
m\-n — e T
1 2 n

2. If n > m — n, program calculates ,Cp,_p.




16 Probability
Notes:
1.  .C,, which is also called the binomial coefficient, can be denoted
by Ci', C(m,n), or (7).
2. G = nCuin
. mCo = mCn =1
4. .C,=,Chy=m
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(JJCLEAR(GRM) | g0 X%y 17- 21
= 01- 41 [E3]ES5)) 18- 14 51
Ms1x 02- 1473 24 19- 13 24
MGEw 03- 14 41 MO&=) 20- 1471
X2y 04- 21 24 21- 13 24
0 05- 23 0 2 22- 24 2
1 06- 00 23- 13 00
1 07- 23 1 Xy 24~ 21
08- 51 0 25- 24 0
2 09- 23 2 26— 51
10- 22 1 27- 24 1
11- 1571 || 28~ 71
32 12- 1332 | |EOE2 29- 23 61 2
1 13- 1 30- 22
1 14- 24 1 13 31- 1313
15— 51 | 32- 1
1 16- 23 1 00 33- 13 00
REGISTERS
R, max R, Used R, Used R;
R, Rs Rs R,

Probability 17

STEP INSTRUCTIONS DATAUNITS KEYS nﬂ%ﬂﬂs
1 | Key in the program
2 |Keyinm, nand m
calculate combipation n 01 wCo
3 |For a new case, go to step 2.

Examples:
1. 73C4 = 1088430
2. 4Cy = 12341

Keystrokes

ME] o
73 ([BwERs) 4 (GSB) 01
43 (vERy) 3 (GSB) 01

Display

1,088,430.
12,341,

Random Number Generator

This program calculates uniformly distributed pseudo random numbers
u; in the range

using the following formula:
u; = Fractional part of [(Tr + ui,,)3].

The user has to specify the starting value u, (the “‘seed’’ of the sequence)
such that

0=y, =1.
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(fJCLEAR(FraM]| 00 (E2]F%d) 05- 14 3
C)]Ea) 01- 15 73 06- 15 33
0 02— 249 0 0 07- 23 0
03- 51 00 08- 13 00
3 04— 3

REGISTERS
Ro u; R. Rs R.
Rs Re R,
STEP INSTRUCTIONS DATAURTS KEYS OAYNUNITS

1 | Key in the program

2 | Store seed Uo 0 (1] (Prom]

3 | Generate random number R/S u;

4 | Repeat step 3 as many times

as desired
5 | For new sequence, go to
step 2.
Example:

Find the sequence of two digit random numbers generated from a seed of
0.192743568.

Solution:

0.07, 0.14, 0.34, 0.37, 0.17, 0.46, 0.82, ...
Keystrokes Display

(] (prem) (1) 2

.192743568 0

0.07

0.14

0.34

R/S 0.37

etc.

Distributions

Normal Distribution

The density function for a standard normal variable is
1T

e
V2w

L f(x) =

The upper tail area is

x 2

.1 T
Q(x) = e “dt
\/27rJ;

f(x)

7

(o] X
For x = 0, polynomial approximation is used to calculate Q(x):
Q(x) = f(x) (by t + by & + by t* + by t* + bs 1¥) + €(x)
where: )e(x)| < 7.5 X 1078

(=—1  r=02316419

1 +rx’

—.356563782
—1.821255978

b, = .31938153, b,
by = 1.781477937, b,
bs = 1.330274429

Note:
The program only works for x = 0. Equations f(—x) = f(x), Q(—x) =
1 —Q(x), where x = 0, can be used to find f and Q for negative numbers.

19



20 Distributions

Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions,

National Bureau of Standards, 1968.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(CLEAR(rem)l 00 21- 31
01- 31 22— 31
6 02- 23 6 23- 31
3] 03- 61 5 24- 24 5
2 04- 2 || 25— 61
= 05— 71 (reD) 4 26- 24 4
cHs 06~ 32 27- 51
(8 o7- 15 1 || 28- 61
08- 1573 3 29- 24 3
2 09- 2 30- 51
B3] 10- 61 ) 31- 61
0= 11- 14 0 2 32- 24 2
® 12- 71 33- 51
7 13- 23 7 || 34~ 61
R7S 14— 74 1 3B- 249 1
(ReD 0 15- 24 0 36- 51
6 16- 24 3] 37- 61
E3] 17- 61 7 38- 24 7
1 18- 1 3} 39- 61
19- 51 00 40- 13 00
3]0 20- 15 3
REGISTERS
Ry r R, b, R, b, Ry, b,
R, b, Rs bs Rs X R, f(x)

Distributions 21

STEP INSTRUCTIONS

INPUT
DATA/UNITS

KEYS

OUTPUT
DATA/UNITS

1 | Key in the program

2 | Store constants

(st 0

b,

(519] 1

b,

(s 2

b,

(st0] 3

b,

(sT0) 4

b,

(519 5

3 [ Input x and calculate f(x)

(Gs8) 01

f(x)

4 | Calculate Q(x)

R/S

Q(x)

5 | For a new case, go to step 3.

Examples:
1. x=1.18

2. = 2.28

Solutions:
1. f(x) = 0.1989

Q(x) = 0.1190
2. f(x) = 0.0297

Q(x) = 0.0113
Keystrokes

0.2316419 0
0.31938153 1
0.356563782

2

1.781477937 3
1.821255978 [cus]

4

1.330274429 5

1.18 01 0.1989
R/S 0.1190
2.28 01 0.0297
R/S 0.0113

Display



22 Distributions Distributions 23
Inverse Normal Integral
This program determines the value of x such that KEY ENTRY DISPLAY KEY ENTRY DISPLAY
()CLEAR(rram]| 00 B3 17- 61
* % 01- 31 | [t 18- 1
Q=) £ dt
« V2m E3] 02- 61 19- 51
E1]EA) 03- 15 3 7 20- 23 7
where Q is given and 0 < Q = 0.5. 3l 04— 14 1 cLx 21- 34
) . M&E 05- 14 0 2 22- 29 2
6 06- 23 6 [E3} 23- 61
) 07- 31 1 24- 24 1
08- 31 25— 51
09- 31 & 26— 61
5 10- 24 5 0 27- 24 0
&J 11- 61 28- 51
// 4 12- 24 4 7 29- 24 7
o) X 13- 51 | |® 30- 71
E3) 14- 61 =] 31- 41
The following rational approximation is used: 3 15— 24 3 00 32- 13 00
, 16- 51
+ + ¢y t2
K= —_ G0 ittt + €Q
l1+dit+dyt2+dst8
REGISTERS
where: |e(Q)| < 4.5 x 107 R, ¢, R, ¢ R, ¢, R, d,
1 R, d, Rs d, Ry t R, 1+d,t+...
t = In
Q? 4
co = 2.515517 d, = 1.432788
¢; = 0.802853 d, = 0.189269 . »

c; = 0.010328 d; = 0.001308

Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions,
National Bureau of Standards, 1968.



24 Distributions

STEP INSTRUCTIONS OATAUNITS KEYS A
1| Key in the program Curve Fitting
2 | Store constants Co 0
¢ T 1 Exponential Curve Fit
C. 2 This program calculates the least squares fit of n pairs of data points
d, 3 {(xi, yi),1=1,2 ..., n}, where y; > 0, for an exponential function
4 P , of the form
d, 5 y = ae’* (a > 0).
3 |Input Q to calculate x Q 01 X J
The equation is transformed into
4 | For a new case, go to step 3.
Iny =Ina + bx.
Examples: The following statistics are calculated:
I. Q=0.12
2. Q=005 1. Coefficients a, b~
Solutions: b =D 2xilny; — Gx) E Inyy)
1. x = 1.1751 n 2x? — (E2x)
2. x = 1.6452 [ S ny Sx ]
a = exp - b—
Keystrokes Display n n
2.515517 0 2. Coefficient of determination
0.802853 1 )
0.010328 2 2 [n3xIny, — 3x 2 Iny]
1.432788 (570 3 - 2 (S 2 _ 2
0. 189269 1 ] [n Sx;2 — (2x;) ] [n 3 (ny)*— Zlny;) ]
0.001308 [s10] 5 3. Estimated value y for a given x
0.12 01 1.1751 )

0.05 01 1.6452 § = aem
Note:

n is a positive integer and n # 1.

25



26 Curve Fitting

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
()CLEAR(PreM]| 9o RIS 07- 74
Hw 01- 14 1 | |0 08- 14 23
02- 21 | (@& 09- 15 0
&4 03- 25 RIS 10- 74
00 04- 1300 ||BD 11- 14 22
LA 05- 14 24 12- 15 1
(e)(e” 06- 15 1 RIS 13- 74

REGISTERS
R R, R, n R, 3x
R, 3x? Rs 1Iny Rs 2 (Iny)? R, Zxiny
STEP INSTRUCTIONS DATAUNITS KEYS A

1 |Key in the program

2 |Initialize (1) (rec) (1) (PrGM]

3 |Peformfori=1,..., n:

Input x-value and y-value X
Yi R/S i
4 | Calculate constants 05 a
X%y b
5 | Calculate coefficient of
determination R/S 2
6 |To calculate ¥, input x X 11 ¥y
7 | Perform step 6 as many
times as desired
8 | For new case, go to step 2.

Curve Fitting

Example:

X; I 72 1.31 1.95 2.58 3.14

yi | 2186 1.61 1.16 85 0.5
Solution:
a = 3.4451, b = —0.5820
y = 3.45 g 05x
2 = 0.9803

For x = 1.5,y = 1.4389

Keystrokes

(f] (res) (1] (praM]

72 2.16

1.0000
1.31 1.61

R/S 2.0000
1.95 1.16

3.0000
2.58 0.85

R/S 4.0000
3.14 0.5

5.0000
05 3.4451
X%y -0.5820
0.9803
1.5 11 1.4389

27



28 Curve Fitting
Logarithmic Curve Fit

This program fits a logarithmic curve
y =a+blnx
to a set of data points

{(Xi, yi), 1 =1,2, ..., n}

where:  x; > 0.

Program calculates:

1. Regression coefficients

b :niyilnxi—zlnxiZyi
n 2 (In x)2 — C In x;)?

a =—:}~(2yi—b21nxi)

2. Coefficient of determination

2 = [nZyilnxi—Elnxizyi]2

[n S (Inx)? — (2 In x,)?] [n Sy2-(C yi)2]

3. Estimated value y for given x

y=a+blnx

Note:

n is a positive integer and n # 1.

Curve Fitting 29
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
OCLEARE | 00 o 07- 14 23
01- 21 | |8 08- 15 0
K| 02- 14 1 RIS 09- 74
& 03- 25 || 10- 14 1
00 04- 1300 || 11- 14 22
® 05- 14 24 R/S 12- 74
R/S 06— 74
REGISTERS
Ro R, R, n R; XInx
R, 3 (Inx)? Rs Xy Re =y? R, X (Inx)(y)
STEP INSTRUCTIONS DATAUNITS KEYS OATAONITS
1 |Key in the program
2 |Initialize (1] (Res) (1] [PreM)
3 [Performfori =1,..,n
Input x-value and y-value X;
i 5] i
4 |Calculate constants 05 a
X%y b
5 | Calculate coefficient of
determination R/S r
6 |To calculate ¥, input x X 10 ¥y
7 | Perform step 6 as many
times as desired
8 | For new case, go to step 2.




30 Curve Fitting

Example:
X, | 3 4 6 10 12
yi | 15 9.3 23.4 458 60.1
Solution:

a = —47.0212, b = 41.3945
y = —47.02 + 41.39 In x

rZ = 0.9798

For x = 8, y = 39.0562
For x = 14.5, y = 63.67

Keystrokes Display

(] (rec) (1) (PrM]

3 1.5 1.0000
4 9.3 2.0000
6 23.4 3.0000
10 45.8 4.0000
12 60.1 5.0000

05 -47.0212
41.3945
: 0.9798
8 10 39.0562
14.5 10 63.6738

Power Curve Fit

This program fits a power curve
y =ax? (a>0)
to a set of data points
{xi,y),i=1,2, ..., n}

where: x; > 0, y; > 0.

Curve Fitting

By writing this equation as

Iny =blnx +Ina

the problem can be solved as a linear regression problem.

Output statistics are:

1. Regression coefficients

b = n X (Inx;) (Iny) ~ EInx) (X 1n yi)

n 2 (In x,)? — (2 In x;)?

2 Iny; In x;
a‘—exp[ nyl_bznx,]

n n

2. Coefficient of determination

r2 —

[0S dnx)dny) — EInx) Eln yv,)]2

[nE (Inx? = EInx)?] [nZ(ny)? - (ZIn yi)z]

3. Estimated value y for given x

b

31

y = ax
Note:
n is a positive integer and n # 1.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(f)JCLEAR (Prem}| 00 R/S 08- 74
B 01- 14 1 Kaxa] 09- 14 23
02- 21 E]Es) 10- 15 0
3oy 03- 14 1 RIS 11- 74
() 04- 25 (R 12- 14 1
00 05- 1300 | |O® 13- 14 22
O ER) 06- 14 24 | (B 14- 15 1
®(e 07- 15 1 R/S 15- 74

REGISTERS
R, R, R, n R, Zinx;
R, 2 (In x,)? Rs Ziny; Rs = (Iny)? R, Used




32 Curve Fitting

STEP INSTRUCTIONS DATRUNITS KEYS OATNONITS Keystrokes Display
12 1.05 2.0000
1 Key in the program .
2 | Initialize (1) (Res) (1] [PRGw] :
3 | Peformfori=1,..,n 35 6.02 11.0000
Input x-value and y-value X 06 0.0262
N — : 1.4556
' 0.9355
4 | Calcutate constants 06 a 18 12 1.7609
7 b 23 12 2.5159
5 | Calculate coefficient of
determination R/S r
6 | Input x-value and calculate § X 12 ¥

7 | Perform step 6 as many

times as desired

8 | For new case, go to step 2.

Example:
X | 10

12 15 17 20 22

25 27 30 32 35

in0.95 1.05 1.25 1.41 173 2.00 253 298 3.85 4.59 6.02

Solution:

a = 0.0262, b = 1.4556
y = .03x"6

r> = 0.9355

For x = 18, y = 1.7609

For x = 23, y = 2.5159

Keystrokes Display

1] (rec) (1] (praM]
10 0.95 1.0000

Curve Fitting

33



Test Statistics

Chi-Square Evaluation

This program calculates the value of the x* statistic for the goodness
of fit test by the equation

S Oi_Ei2
XZ:E( - )
i=1 i

where: O; = observed frequency

E; = expected frequency.

The x? statistic measures the closeness of the agreement between the
observed frequencies and expected frequencies.

Notes:

1. Inorder to apply this test to a set of given data, it may be necessary
to combine some classes to make sure that each expected frequency
is not too small (say, not less than 5).

2. If the expected frequencies E; are all equal to some value E, then
E should be calculated beforehand as

. . 30,

n

and then input at each step as the expected frequency E;.

34

Test Statistics 35

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(fJCLEAR(ram}| 00 0 14—~ 23 0
0 01- 0 04 15- 13 04
0 02- 23 0 2 16- 23 2
1 03- 23 1 =) 17- 41

RIS 04— 74 @& 18- 15 0
2 05- 23 2 2 19- 24 2
B 06- 4 | |@ 20- 71
®&) 07~ 15 0 =) 1 21- 23 41 1
2 08- 249 2 0 22- 24 0
= 09- 71 1 23—

1 10-2351 1 ||O 24— T
0 11~ 249 0 0 25~ 23 0
1 12— 04 26— 13 04
13- 51

REGISTERS
R, n R, » R, E R,
R, Rs Re R,




Test Statistics 37

36  Test Statisti isti
est Statistics Paired t Statistic

INPUT OUTPUT Given a set of paired observations from two normal populations with
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS means &, ft, (unknown)
1 | Key in the program
X; | X, Xz Xn
2 | Initialize (1] (row] 0.0000 |
3 |Performfori =1,..., n: yi I Vi Ye Yo
Input observed and expected let
frequencies o
D; = x; Yi
E, i
4 | Delete erroneous data 0, n
E, 16 b-1>Dp
n =
5 | Display x* 1 X2 !
6 | For new case go to step 2. o = ’n D2 -E DY
v n(n — 1)
55 = —2
. 5 =
Example: N
(o} I 8 50 47 56 5 14
E | 9.6 46.75 51.85 54.4 8.25 9.15 The test statistic
_D
Solution: b
X = 4.8444 which has n — 1 degrees of freedom (df), can be used to test the null
hypothesis
Keystrokes Display Ho g = Mo
0 0.0000
8 9.6 1.0000
50 46.75
R/S 2.0000
14 9.15
6.0000

1 4.8444



38 Test Statistics

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(JCLEAR(ercM]| 00 0 10- 24 0
= 01- 41 ® 11- 71
02- 25 RIS 12- 74
00 03- 13 00 2 13- 24 2
EE) 04— 15 25 1 14- 1
2 05- 249 2 B 15~ 41
© 06- 14 0 00 16- 13 00
= 07- 71 = 17- 41
0 08- 23 0 ME) 18- 14 25
3] 09- 15 24 00 19- 13 00

REGISTERS
R, Used R, R, n R, 2 D,
R, X Dg? Rs Rs R,
STEP INSTRUCTIONS DATAUNITS KEYS DATAIONITS

1 Key in the program

2 | Initialize (] (mee) (1] [Prawm)

3 | Perform fori =1,..., n:

input one pair of observation X
Yi R/S i
4 | Delete erroneous data Xk
Vi 17
5 | Calculate t and df 04 t
13 df
6 | For new case, go to step 2.

Test Statistics 39

Example:
x| 14 17.5 17 17.5 15.4
vi | 17 20.7 216 20.9 17.2

Solution:

t = —7.1554

df =

Keystrokes Display

(] (rec) (1] (PraM)

14 17 1.0000

17.5 20.7

R/S 2.0000

15.4 17.2

5.0000

04 -7.1554

13 4.0000

t Statistic For Two Means

Suppose {xl, X2y oers Xn1} and {y,, \ 2T ynz} are independent random
samples from two normal populations having means u,, &, (unknown)
and the same unknown variance o2

We want to test the null hypothesis
Ho: gty — o =D
where:

D is a given number.

Define



40 Test Statistics

+ 3xiZ — ng x2+2y12 —n, y?
n, +n, —2

We can use this t statistic, which has the t distribution with n; + n, —

degrees of freedom, to test the null hypothesis H,.

2

Test Statistics 41

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(3 CLEAR(FraM)| 00 25— 51
1 01- 23 1 2 26— 2
[CIE 02- 15 24 = 27- 41
5 03- 23 5 = 28- 71
4 04- 24 4 O@E 29~ 14 0
6 05- 23 6 1 30- 24 1
0 06- 0 (9 31- 15 3
2 07- 23 2 2 32- 24 2
3 08- 23 3 (81 33- 15 3
4 09- 23 4 34- 51

R/S 10- 74 U@ 35- 14 0
0 11- 23 0 ) 36- 61
ED[E) 12- 15 24 5 37- 24 5
3 13-~ 23 3 38- 24 3
6 14- 24 6 = 39- 41
1 15- 24 1 0 40- 24 0
5 16- 24 5 =) 41- 41
45 17- 12 45 xzy 42~ 21
4 18- 24 = 43- 71
2 19- 24 R/S 44— 74
3 20~ 24 3 E6] 45- 15 0
45 21- 12 45 3] 46- 61
22— 51 = 47- 41
1 23- 24 @)(rm] 48- 15 12
2 24— 24 2

REGISTERS
R, D R, n, R, n,n, R, 3x, 3y, y
R, ¥x3,3y? |R; X Rs = x? R,




42 Test Statistics
STEP INSTRUCTIONS DATALNITS KEYS DATNUNITS
1 | Key in the program
2 | Initialize 52
3 | Performfori =1 ,..., N
Input x-value X =4 i
4 | Initialize for y 01 0.0000
5 | Performfori =1,..., n,:
Input y-value yi & i
6 | Input D and calculate t D R/S t
7 | To find the means of x- and
y-values 5 X
3 v
8 | For a new case, go to step 2.
Example:

x: 79, 84, 108, 114, 120, 103, 122, 120

y: 91, 103, 90, 113, 108,

n, =8

n, = 10

D =0 (i.e., Hy: sy = pp)
Solution:

t = 1.7316

X = 106.2500

y = 92.5000

87, 100, 80, 99, 54

Test Statistics 43

Keystrokes Display
(1] (reg)

79 84

120 8.0000
01 0.0000
91 103

54 10.0000
0 1.7316

5 106.2500
RCL] 3 92.5000

One Sample Test Statistics For The Mean

For a normal population (X;, Xz ..., X,) with a known variance g% a

test of the null hypothesis
Hy: mean p = g,

is based on the z statistic (which has a standard normal distribution)

Vi (X — o)

a

z

If the variance o is unknown, then

3 \/—T;(i—l-"o)

S

t

is used instead. This t statistic has the t distribution with n — 1 degrees
of freedom. x and s are sample mean and standard deviation.



44 Test Statistics

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(f)CLEAR{rem]| 0o RIS 10- 74
1 01- 23 1 (81(=] 11- 15 25
E3]E3] 02- 15 24 0 12- 24 0
1 03- 24 1 13- 21
= 04— 41 = 14- 71
2 05- 24 2 R/S 15- 74
3] 06- 14 0 0 16- 24 0
E3) 07- 61 X%y 17- 21
0 08- 23 0 &3] 18- 71
CLx 09- 34 00 19- 13 00

REGISTERS
R, t-s R, o R, n R; 3 x
R, 2 x? R, Xy Re 2y R, X xy
STEP INSTRUCTIONS DATAUNITS KEYS | A

1 Key in the program

2 | Initialize (] (req)

3 | Perform fori =1 ,..., n:

Input value X =4 i

4 | Input &, Ho (1) (Prom] (R5S) 0.0000

5 | Calculate t 1 t

or

5 | Input o and calculate z o 16 z

6 | For new case, go to step 2.

Example:

Suppose @, = 2, for the following set of data
12.73, 0.45, 2.52,

Solution:

test statistict = —.6919 or z = —0.5650 if o
Keystrokes Display

K3

2.73 0.45

2.68 16.0000

2 (1 0.0000

11 -0.6919

1 16 -0.5650

Test Statistics

45

1.19, 3.51, 2.75, 1.79, 1.83. 1, 0.87, 1.9, 1.62,
1.74, 1.92, 1.24, 2.68}
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