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Introduction

This Statistics Applications book was written to help you get the most
from your HP-34C calculator. The programs were chosen to provide
useful calculations for many of the common problems encountered in
statistics.

They provide you with immediate problem solving capabilities in your
everyday work. You may also find them useful as guides to programming
techniques for writing your own customized software.

You will find general information on how to key in and run programs
under “‘A Word About Program Usage’’ in the Applications book you
received with your calculator.

We hope this Statistics Applications book will be a valuable tool in your
work and appreciate your comments about it.
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General Statistics

Basic Statistics for Two Variables

This program calculates means, standard deviations, covariance, corre-
lation coefficient, coefficients of variation, sums of data points, sum of
multiplication of data points, and sums of squares of data points derived |
from a set of ungrouped data points {(xi,yi), i=1,2,...,n } , or grouped

data points {(xi, yiofoi=12, .., n}. f; denotes the frequency of |
repetition of (x;, y;).

n n
— 1 - 1
means X =— X j = — vi
noas nois ;
Sx? — nx? |
standard deviations s,= .
n—1
9 =2
, 3x;® — nx?
orsy = =t =
n

Sy =

. 1 |
covariance Sy, = Sxiy; — — 2x 2y,
n

n—1

(or Sy = L [in)'i -1 Exiz."i]) ‘
n n ‘
!

Sxy

correlation coefficient y,, =
SxSy

4 !
o



Notes:

=
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Coefficients of variation V, =2Sx . 100, v, =;‘} - 100
v"

I nis a positive integer and n > 1.

2. For grouped

Z fixi

data x=-t=F

m

>

i=]

, eftc.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
()CLEAR ()| 000 (FeD) 8 018- 24 g
® 001-25,13, 12| [ @ =7 019- 15 3
9 002- 23 9 9 020- 24 9
® @ o 003-25,71, 0| | = 021- 61
5 004- 2| m®o 022-25,71, 0
0 005-23,51, 0| | o 023- 32
@ 006- 15 22 4 024-23, 51, 4
8 007- 23 8 8 025- 24 g
@ 008- 15 22 9 026- 24 9
7 009- 23 7|| ™ 027- 61
© 010- 1422 [m@Eo 028-25,71, 0
@ 011- 14 22| | ons 029- 32
® 012- 25 34 3 030-23,51, 3
= 013- 61 7 031- 24 7
= 014- 6| @& 032- 15 3
™ @ 0 015-25,71, 0 9 033- 24 9
&S 016- 32| [ 3 034- 61
5 017-23,51, 5| { ) @ 0 035-25,71, 0




6 Basic Statistics for Two Variables

KEY ENTRY

KEY ENTRY DISPLAY DISPLAY
cns 036~ 21IM™ 9 064-25,13, 9
2 037-23,51, 2 0 065- 24 0
7 038- 24 7 066 - 31
9 039- 24 9 X%y 067- 21
x) 040- 61| |1 068- 1
DGRy 041-25,71, 0| | ™ 069- 41
CHS 042- 32 070- 71
1 043-23,51, 1| | (1) 071- 14 3
0 044- 24 0 072- 71
™) 0 045-25,61, 0 R/S 073- 74
R/S 046- 4| ® 4 074-25,13, 4
™ ey (&) 047-25,13,11 | | (%) 075- 25 9
X%y 048~ 21 ™ ® 076- 25 8
(3] 049- 14 74 X2y 077- 21
/S 050- 74| | @ 078~ 15 22
m 1 051-25,13, 1 079- 71
o) ® 052- 25 8| | (ex] 080- 33
RIS 053- 74) 12 081- 2
X%y 054~ 21| | x) 082- 61
RIS 055- 74 083~ 74
(03] 2 056-25,13, 2| | (0 084- 25 9
™ 057- 25 91 1M @® 085- 25 8
RIS 058- 74 086 - 21
9 059- 22 9|1 [@ 087- 14 22
™ 3 060-25,13, 3 088~ 21
(=] 061- 25 9 089- 71
X%y 062- 21| | Ex) 090- 33
R/S 063- 74} |12 091- 2
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KEY ENTRY

KEY ENTRY DISPLAY DISPLAY
(3] 092- 61 0 109- 24 0
A7S 093- 74 110- 31
™ 5 094-25,13, 5| | 111- 21
®®E 095- 25 g |1 112- 1
096- 21} |3 113- 41
6 097- 23 6 114- 71
5 098- 24 115- 71
1 099- 24 1 RIS 116- 74
(Rey) 6 100- 24 6||(™) 6 117-25,13, 6
x 101- 61| ([ 118- 25 9
= 102- 41 =Jo 119- 24 0
0 103- 24 0 120- 71
1 104- 1|3 121~ 61
= 105- a1 || @™ 122- 25 2
106- 71 | @18 123- 74
3o 107- 23 .0 | |c9} 1 124- 22 1
Als 108- 74

REGISTERS I
Ryn R,Zx R,Zx? R;2y
R, y? RsSxy Rsy R, x;
Rsyi Ry f; RS,y R,




8 Basic Statistics for Two Variables

STEP INSTRUCTIONS DATRRITS KEYS OO

1 | Key in the program. (For un-

grouped data only: line 47~

line 124)
2 | Initialize. (1) CLEAR

Ungrouped Data
3 | Repeat step 3-4 fori = 1, 2,

LN
Input: x; X,
Yi Yi @™ i

4 | If you made a mistake in

inputting x, and y,, then

correct by — Xy

Yx (@ & k-

5 | Go to step 8 for basic stat-

istic calculations.

Grouped Data

6 | Repeat step 6-7 fori = 1, 2,

L n

Input: x, X
vi v,
f f s,

7 | i you made a mistake in

inputting x, and y,, then

correct by — X
Y«
fi ™ EH o

2fi—fi
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STEP INSTRUCTIONS DATAUNITS KEYS NS
8 [To calculate basic statistics:
X 1 X
y R/S y
Sx 2 Sy
s, R/S s,
s, 3 s,
s, R/S s,
Ve 4 v,
v, R/S v,
Sy 5 Suy
S}, R/S Sy
Yar 6 Yy
9 |To recall sums:
3x; 1 3x;
Zxi? 2 x?
3y 3 Ty
3y ? 4 Syt
Ixy; 5 Xy,
10 {Repeat step 8 if you want
the resuits again.
11 | For a new case, go to step 2.
*“Error 0"' will be displayed
if X or y is zero. Press any key
and proceed.

Example 1:




10 Basic Statistics for Two Variables
Example 1:

For the following set of data, find the means, standard deviations,

covariance, correlation coefficient, coefficients of variation, and the
sums.

x,| 26 30 44 50 62 68 74
y. |92 8 78 81 54 51 40

Keystrokes Display

(1) CLEAR

26 92 (&) 1.0000

100 99 (&) 2.0000 (error)
100 99

&) 1.0000 {correction)
30 85 (&)

44 78 (&)

50 81 (&)

62 54 (A

68 51 (@

74 40 (&) 7.0000 (n="7)
1 50.5714 (x).
68.7143 62)
2 18.5010 (sx)
17.1286 (s2)
3 19.9976 (5y)
18.5142 (s9)
4 36.5838 V)
RIS 29.1026 vy
5 -354.1429 (Sx)
-303.5510 (s%)
6 -0.9572 (¥xs)



Basic Statistics for Two Variables 1
Example 2:

Apply the program to the following set of grouped data.

X; 4.8 5.2 3.8 4.4 4.1

yil 15.1 115 143 136 128
f; 1 3 1 6 2
Keystrokes Display
(1] CLEAR

48
15.1 1 1.0000
10 10 (evTERe)

4 5.0000 (error)
10BTEw 10 (BwERw) |
4[] (s)) 0 1.0000 (correction) ]
5.2

11.5 3

3.8 (enTeRy)

14.3 (@) |

4.4 (enTene]

13.6(entery) 6

4.1

12.8 (EnTERe] 2 13.0000 (Zf)
1 4.5231 )
13.1615 )

2 0.4494 (52)
R/S 0.4317 (s2)

3 1.1087 (s,)
1.0652 (s))

4 9.9348 V)
8.4238 V)

S -0.3065 (5xy)
R/S -0.2830 (k)

6 -0.6153 ('ny)




Factorial, Permutations and
Combinations
This program finds the extended range factorial (n can be greater than
69), permutations and combinations. Permutations and combinations are

functions of the factorial, but this program does not use the factorial key,
so that better accuracy and larger range can be obtained.

The equations are:

Factorial nf=nn—-1Hn—-2)-...-2-1;n=1
'
Permutations Py = S mm—1)..(m—n+1)
(m —n)!
/ — -
Combinations mCn = m —mm=D..m=ntl
(m —n)! n! 1-2-...'n

where m, n are integers and 0 <n =<m.

3. mCi = pCny=m
4. mCn = mCm-n

In calculating n/, the accuracy will be reduced for n > 69, since it
is calculated using logarithms.

12




Factorial, Permutations and Combinations 13

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(1) CLEAR [Prow)| 000 - 2 029- 24 2
™ & @ 001-25,13,11 | [0 Fx)o 030-14,11, 0
MFEx]9 002-14,11, of | ® 031- 25 32
7o 1 003- 23 1| |®m 032- 25 12
(579) 3 004- 23 3 [(®M(egs 033-25,13, 8
6 005 - 6 | rcD)3 034- 24 3
9 006 - 9 |1 035- 1
FI3] 007 - 21 | @ 036- 41
2] 008- 14 41| |(E79)3 037- 23 3
(sto) 9 009- 22 9 | @M 038- 14 2
Xy 010- 21 2 039-23,51, 2
B 011- 41 7 040- 22 7
i) 012-23,14,23| | ™ 9 041-25,13, 9
® 013- 25 0| |® &Y 042- 25 1
™ & 014- 25 11 | ™ 043- 25 12
M 015- 14 2| |m 044- 25,13, 12
(19 2 016- 23 2| |{M@FEFXO0 045-14,11, 0
(R 1 017- 24 1 X%y 046- 21
018- 31 |90 047~ 23 0
©® 019- 14 2 048 - 21
2 020-23,51, 2| | M 049- 14 51
® 7 021-25,13, 7 2 050- 22 2
® 022- 1523 | @ 051- 14 71
98 023- 22 8| (@9 052- 22 9
(red) 2 024- 24 2 053- 31
® 025- 2533| |o 054- 0
) 026- 15 2| | (N 055- 14 71
O CFEx)9 027- 14,11, 9| | (c93 056- 22 3
R/S 028 - 74 CLX 057 - 34
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
1 058 - 1 6 087- 13 6
03 059- 14 71)|G04 088- 23 4
(79 5 060- 22 5|1 ] 089- 1
= 067 - 41 0o 090- 23, 14, 23
©a 062- 23, 14,23 091- 51
® 063- 15 22| |0 092- 23 0
(s0) 4 064- 23 4| |[cx 093- 34
™ B8y 4 065-25,13, 4| | (1) 094- 14 71
4 066- 24 4|3 095- 22 3
1 067- 1] ® 0 096- 25,13, 0
= 068 - 41 097- 1522
(5101 4 069- 23 4|1 098- 1
= 070- 61 00 099- 24, 14, 23
071- 15 23 100- 51
(GO 072- 22 4 [ARED 101- 23, 14,23
™ 073- 25 12| |0 102- 14 51
(&) 2 074-25,13, 2 5 103- 22 §
0 075- of[rea 104- 24 4
076- 71} | 105- 21
() (e 3 077-25,13, 3 106- 51
1 078- 1| | sty 107- 25 0
®) 079- 25 12 108- 71
) 1 080- 25,13, 1 0 109- 24 0
M0 FExjo 081-14,11, 0| | ¥ 110- 61
0 082- 14 51| | (E™]0 111- 23 0
(c10) 2 083- 22 2]||[E0@0 112- 22 0
= 084- a||® 6 113-25,13, 6
() (sTx] 085- 25 o[G0 114- 23 0
0 086- 14 41} 10 115- 21




Factorial, Permutations and Combinations 15
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
™ &) 116- 25 12| | Re0) 0 118~ 24 0
I CNES 117-25,13, 5
REGISTERS 1n-69
R, Used R.,m, n R, Log(69)+... |R,(n-i)
R.,m Rsn-1 R¢-R ., Unused
sTEP INSTRUCTIONS OATAURITS KEYS A
1 | Key in the program (For
factorial only: key in line 1-
line 43. For permutations
and combinations only: key in
line 41-line 118).
Factorial (n!)
2 | Forn =< 69 n @™ n!
3 |Forn> 69. n ™ decimal no.
exp. of 10
Permutations
4 | Calculate P, m
n P
Combinations
5 | Calculate ,,C,. m
n 1 o
6 | Repeat any of the above steps
if desired.




16 Factorial, Permutations and Combinations
Examples:

1. 5!'=120

2. 691~1.711224524 x 10"

3. 70!2=1.197857069 x 10"

4. 100!'2<9.332622518 x 10'%7
5. ,7:P5=9687600.00
6. 53,C,=— 1088430.00

Keystrokes Display

5 @) 120.0000000 (59

69 (] 1.711224 98 (691

70 (& 1.197857069 (decimal no.)
100. (10™")

100 @) 9.332622518 (decimal no.)
157 (10%7)

27 (enveRme) 5 9,687,600. (27P5)

73 (emere) 4 (GSB) 1 1,088,430. (3C4)



Moments, Skewness and Kurtosis

For grouped or ungrouped data, moments are used to describe sets of
data, skewness is used to measure the lack of symmetry in a distribution,
and kurtosis is the relative peakness or flatness of a distribution. For a
given set of data

— |
I** moment ¥ = -— X;
n
i=1
1 I |
2" moment m, = — x> — 72 ‘
n b
1 ] 3 _ , _
3™ moment my = — Zxd - = X a2 4270
n n
1 — 6 _, . - |
4" moment m, = — Zx* — =7 3xd + — ¥ 3 - 3%
n n n
Moment coefficient of skewness
k
v = msy |
=
3/2
my3/
Moment coefficient of kurtosis
_omy
Y= —
my*

This program also provides the option for calculating those statistics for
grouped data (using similar formulas as for ungrouped data):

17 :




18 Moments, Skewness, and Kurtosis

data | X4 X, Xm

frequency | f, f, fon

Note that for this case, 13 moment
m
> hx
_ _i=l
m
2
i=1

>

Reference:

Theory and Problems of Statistics, M. R. Spiegel, Schaum’s Outline,
McGraw-Hill, 1961.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(D) CLEAR ® 016- 25 0
® @ jo01-2513,11| |® 017- 61
002- 31 3 018-23,51, 3
1 003- 1| |® 019- 25 0
0 004- 13 0| |m™ 020- 61
RTS 005- 74 4 021-73,51, 4
® 006-25,13,12 | |® 022- 25 0
0 007- 13 0} |X 023- 61
RTS 008- 74 5 024-73,51, §
® 0 009-25,13, 0| |1 025- 1
®E o 010-25,71, 0| [m @0 026-25,71, 0
() 011- 32| |ems 027- 32
1 012-23,51, 1 0 028-23,51, 0
Xy 013- 21 0 029- 24 0
i3] 014- 61 |mEmoO 030- 25,61, 0
2 015-23,51, 2| |® 031- 25 12
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
Q) 1 032-25,13, 1 055- 71
2 033- 24 2 6 056- 24 6
1 034- 24 1 8 057- 24 8
035- 71 { [T 058~ 61
6 036- 23 6|2 059- 2
RIS 037- 74 060- 61
3 038- 24 3 061- 51
1 039- 24 1 9 062- 23 9
040- 71 RIS 063- 74
6 041- 24 6 5 064- 24 5
@ x3 042- 15 3 6 065- 24 6
8 043- 23 8 4 066- 24 4
2 044- a1 | 1 ¥ 067- 61
7 045- 23 7 4 068- 4
RIS 046 - 74 (E3) 069- 61
4 047- 24 4 (] 070- 41
3 048 - 24 3 8 071- 24 8
6 049- 24 6 3 072- 24 3
B3] 050- 61 3] 073- 61
3 051- 3 6 074- 6
3] 052~ 61 |1 075- 61
B3] 053- 41 076 - 51
1 054- 24 1 1 077- 24 1




20 Moments, Skewness, and Kurtosis
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
078- 71 1 089- 1
8 079~ 24 8 (KD} 090- 73
@ &) 080- 15 3|5 091- 5
3 081- 3 ™9 092- 25 3
(E3)] 082- 61 093~ 71
(=] 083- 41 RS 094- 74
6 084- 23 6 6 095- 24 6
R/S 085- 74 7 096 - 24 7
] 2 086-25,13, 2 ® 3 097 - 15 3
9 087- 24 9 098- 71
7 088- 24 7 R/S 099- 74
REGISTERS I
Ron R, Xf; R, 3fx; Ry 2fx?
R, 2fx? R;2fx? Re X, M, R, m,
R X? Rym;, R-R., Unused
STEP INSTRUCTIONS AT NS KEYS oAUNTS
1 | Key in the program.
2 | Initialize the program. {1 CLEAR
Ungrouped Data
3 | Repeat step 3-4 fori =1, 2,
.
Input x;. Xi @ i
4 | If you made a mistake in
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sTep INSTRUCTIONS DATRUNITS KEYS AT
inputting x,, then correct
by — Xy ® o
(Y] k-1
5 { Go to step 8 for moments
calculations.
Grouped Data
6 | Repeat step 6-7 forj = 1, 2,
L., m.
Input Xx; X;
f, fi i
7 | If you made a mistake in
inputting x,, and ,, then
correct by — Xp
f, (n]) (sF} 0
h-1
8 | Caiculate moments etc: x 1 X
m, R/S m,
m, R/S m,
m, R/S m,
Y1 2 Y1
Y2 R/S V2
9 1 Repeat step 8 if you want the
results again.
10 | For a new case, go to step 2.




22 Moments, Skewness, and Kurtosis

Examples:

1. Ungrouped data

i|1 2 3 4 5 6 7 8

x;' 21 35 42 65 41 36 53 37

Keystrokes Display

(0 (ex] 4

(1) CLEAR

2.1 (&) 1.0000 (i)

4 &) 2.0000 (error)
4 () 0 (&) 1.0000 (correction)
35 @42 ()

65 ()41 (A

3.6 &)53 (&)

37 @149 & 9.0000 (n)

1 4.2111 (x)
R/S 1.3899 (m3)
0.3864 (my)
5.4894 (my)
2 0.2358 (y1)
RIS 2.8417 (y2)
2. Grouped data

xi}] 3 2 4 6 1

.14 5 3 2 1

Keystrokes Display

(1) CLEAR

3 4 1.0000 (i)

5 5 2.0000 (error)

5 5

) (sHo0 1.0000 (correction)

it

49
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| 1 5.0000 (m)
1 3.1333 (%)

RS 1.9822 (my)
2.1381 (my)
11.0479 (my)
2 0.7661 (1)

RIS 2.8117 (v2)




Distribution Functions

Normal and Inverse 1
Normal Distribution

This program evaluates the standard normal density function f(x) and the
normal integral Q (x) for given x. If O is given, x can also be found.

The standard normal distribution has mean 0 and standard deviation 1.

Equations:

1. Standard normal density

1 Iy

V2w

fx)=

f(x)
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2. Normal integral

1 Erzz
Q(x) = e dr
\/27rf’

The integral is calculated by using the integrate key (7).

3. Inverse normal

For a given Q > 0, x can be found such that

The following rational approximation is used:

. 2
Define y = 1 — Cco+ it + ot + €(Q)
1+ dit + dot? + dyt®
where: |€(Q)| <4.5 x 10~
In le if0<Q<05
t=
‘/m—l_ if05<0<1
(1— Q)
co=2.515517 d, = 1.432788
¢, = 0.802853 d, = 0.189269
¢y, =0.010328 d; = 0.001308
y if0< Q=05
Then x =
-y if05<Q <1
Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions,
National Bureau of Standards, 1970.




26 Normal and Inverse Normal Distribution

Normal Distribution

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(1} CLEAR (Paau)| 000 - o) 014- 71
x] ® 001-25,13,11 | |(®) (m) 015- 25 12
0 002- 23 o0||® (=) 016-25, 13, 12
(») (C8] 0 003-25,13, 0 D} 017- 13 11
ENTER. 004- 31 0 018- 24 0
(] 005- 61| | cns) 019- 32
2 006 - 2 0 020- 24 0
007 - 71| |0 @ o 021-14,72, 0
[chs) 008- 32| |1 022- 1
@ [ 009- 15 1 023- 21
(] E3)] o10- 25 73| |3 024- 41
2 011- 2| |2 025- 2
(x) 012- 61 026- 71
O®E 013- 14 3| |G 027- 74

REGISTERS I
Ry x l R,—R Unused

Inverse Normal Distribution

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(1) CLEAR {erem} 000 - 0 006- 22 0
™ 1 001-25,13, 1| |@® 007- 15 22
(9] 002- 15 41| |0 008- 73
0 003- 22 0}|s 009- 5
1 004- 1 x%Y 010- 21
3 005- 14 41|10 011- 14 51
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
8 012- 13 8 033- 61
013- 31 3 034- 24 3
] 014~ 61 035- 51
(® 015- 25 2 0 m 036-24,14, 23
0w o16- 14 1] |X® 037- 61
g 017- 14 3| |1 038- 1
0o 018-23, 14, 23 039- 51
2 019- 24 2 040- 71
53] 020- 61 0o 041-24, 14, 23
1 021- 24 1 xzy 042- 21
022- 51 |2 043- 4
M0 ]o23-24,14,23| |0 1 044-25,71, 1
x] 024- 61| |(cns) 045- 32
0 025- 24 o| (™ 1 046-25,61, 1
026- 51 R/S 047- 74
M0 [027-24,14,23| |m 8 048-25,13, 8
5 028- 24 5| |(® 1 049-25,51, 1
E3] 029- 61| |1 050- 1
4 030- 24 4f |2 051- 41
031- 51 (5 052- 32
(] 032-24, 14, 23
REGISTERS It
| R; ¢, R, ¢, R.c, R, d,
% R.d, R, d, Re-R., Unused
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Normal and Inverse Normal Distribution

STEP INSTRUCTIONS OATAUNTS KEYS L
Normal Distribution
1 | Key in the program.
2 | (Optional) Input x to calculate
t{x) X ™ f{x)
3 | Input x to calculate Q(x) x Qix)
4 | For a new x, go to step 2.
Inverse Normal
Distribution
1 Key in the program.
2 | Store cons.tams for inverse
normal distribution. Co 0
c, 1
c, 2
d, 3
d, 4
d, 5
3 | Input Q to calculate x. Q 1 X
4 | For a new case, go to step 2.




Normal and Inverse Normal Distribution

Example 1:

Find f(x) and Q(x) for x = 1.18 and x = -2.28.

Keystrokes Display
(Key in normal dis-
tribution program)

(0 (Be] 2

1.18 (&) 1.99
1.18 1.19
2.28 9.89

2.28 [cns) (&) 2.97

Example 2:

Given Q = 0.12 and Q = 0.95, find x.

Keystrokes Display

(Key in inverse nor-

mal distribution

program)

O 4

2.515517 [879) ¢

0.802853 (5T0J 1

0.010328 2

1.432788 3

0.189269 4

0.001308 5

0.12 1 1.1751
0.95 1 -1.6452

-01
-01
-01
-02

(f(x)
(Q(x)
(Q (x))
(f(x)

(x)
(x)

29



Chi-Square Distribution

This program evaluates the chi-square density

v X
1 -7

f(x)= —;————XT_ e
2r(X
2
where: x =0

v is the degrees of freedom.

#(x)
f

The integrate key [73) is used to evaluate the cumulative distribution

P(x)=J‘(; f(t) dt

30




Chi-Square Distribution 31
Notes: '

1. Program requires v < 141. If v = 141, erroneous overflow will
result.

v
-

2. Ifbothxandv are large,x7 may overflow the machine.

; . r(%)z(%_)!
ORI RON®
" r(%)=\/77

Reference:

3

:

E

: Abramowitz and Stegun, Handbook of Mathematical Functions,
National Bureau of Standards, 1970.

1

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(1) CLEAR 000- 1 010- 1
® g 001-25, 13, 12 3 011- 23 3
@™ 002- 13 11 | |&=3 012- 21
0 003- ol]2 013- 2
2 004- 24 2 014- 71
Om3 005-14,72, 3 1 015- 23 1
A7S 006 - 7||® 016- 25 32
® @ |007-25,13,11 | ™ 017- 25 0
2 008- 23 2| 018- 14 61
009- 21 1 019- 22 1
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
i 020- 1| |@®eD) 2 040- 24 2
B 021- 41| i@ 3 041-25,13, 3
D& 022- 25 1 042- 31
3 023- 23 3 043- 31
2 024- 24 2 1 044- 24 1
3 025- 22 3] {1 045- 1
0} 1 026-25,13, 1| |32 046- vl
o 027~ 73| (M @D 047- 25 3
5 028- 5| IEw 048- 21
@ 029- 14712 049- 2
2 030- 22 2 050- 71
X%y 031- 21| |(crs) 051~ 32
1 032- 11 1@ E 052- 15 1
= 033- 41| Ix 053- 61
= 3 034-23,61, 3| |2 054- 2
1 035- 22 1 1 055- 24 1
™) 2 036-25,13, 2| |(W 056- 25 3
jca) 037- 2573 057- 71
5 038- 14 3 3 058- 24 3
= 3 039-23,61, 3 059- 71
REGISTERS I
R, R,v/2 R, x R, 1, T (w/2)

R.—R, Unused

T
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STEP INSTRUCTIONS DATAUNITS KEYS DAYAITS
1 |Key in the program.
2 | (Optional) Input degrees of
freedom » and x to calculate
f(x). v
X @) f(x)
3 |Input degrees of freedom »
and x to calculate P(x). v
x P(x)
4 |For a different case, go to
step 2.
Example 1:

If degrees of freedom v = 20, find f(x), P (x) for x = 9.6 and x = 15.

Keystrokes Display
(1] (5eg2

20

9.6 (&) 1.53

20 (Giem) 9.6 2.51
20 15 @ 572
20 15 2.24

Example 2:

-02
-02
-02
-01

i v=3, find P(x) for x = 7.82.

Keystrokes Display

(1) (sc] 2
3
7.82 9.50

(f(9.6))
(P (9.6))
(f(15))

(P(15))

(P(7.82))




t Distribution

This program evaluates the cumulative distribution P (x, v) for a given x
and degrees of freedom v.

Equations:

1. Density function

I,(v-+-l) e
2
f(X)=-——-E——(1+i)
\/‘n'vr(%) Y

f(x)
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2. Cumulative distribution function

P =] _fody

The integral is calculated by using the integrate key (/3] .

Remark:

2 The program requires v < 141 for f(x), otherwise erroneous overflow
will result. (The normal distribution is a good approximation for large v).
Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions,
National Bureau of Standards, 1970.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(1) CLEAR[rem)| 000 - 3 016- 23 3
3] [ 001-25, 13, 11 2 017- 24 2
1 002- 23 1 018- 71
003- 21| W@ 019- 25 73
0 004- 23 0 0 020- 24 0
005- 21| 021- 61
MEgo 006-25,13, 0| |0 022- 14 3
1 007- 13 1 023- 71
4 008- 23 4 4 024- 24 4
0 009- 24 0||(® 025- 61
3 010- 13 3| |M™ 026- 25 12
2 o11- 23 2| | 1 027-25,13, 1
0 012- 24 o{|@ X 028- 15 3
1 013- 1 0 029- 24 0
014- 51 030- 71 i
3 015- 13 3| |1 031- 1
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
032- 51| (D 059- 1471
o] 033- 24 0 2 060- 22 2
1 034- 1 X%y 061~ 21
035- 51 | |1 062- 1
2 036- 2|13 063~ 41
© 037 - 71 35 064-23,61, 5
CHS 038- 32 4 065- 22 4
(D]Fa] 039- 25 3| M™@e2 066-25, 13, 2
™ (RN 040- 2512\ 1 mM@™ 067- 2573
(M 3 041-25,13, 3 ||(OHE 068- 14 3
1 042- 1 (B3] 069-23,61, 5
5 043- 23 5 5 070- 24 5
X2y 044- 21 (*) &) 071- 25 12
2 045- 2 || ey 072-25, 13,12
046 - 71 @ 073- 13 11
(W) N7} 047- 25 32 || (m)(cA O 074-25,61, 0
™) sTx) 048- 25 0 1 075~ 24 1
O &= 049- 14 61 | | (3)(x=0) 076- 1571
4 050- 22 4 5 077- 22 §
1 051- 1|} @G0 078- 15 41
= 052- 41 ™ EH 0 079-25,51, 0
® D 053- 25 1|/ [cng 080- 32
5 054- 23 5 1 081- 24 1
M (@EW 055- 25 12| 1B O 082-14,72, 0
(M) 4 056-25,13, 4 || MEFED O 083-25,71, 0
& 057 - 73 | | ©ng) 084~ 32
5 058- 5 085- 31
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
086 - 31 R/S 094 - 74
087- 31 095 - 51
1 088~ 1 R/S 096 - 74
089- 21 (xJ(ey 5 097-25,13, 5
= 090- 411D 098 - 73
2 091- 21|5 099- 5

) =) 092- 71 R/S 100- 74
mEo 093-25,71, 0
REGISTERS I
Rov R, x R,T'(»/2) R I'[ (v +1)/2]
R, Used R; Used Rs—R_ Unused
sTEP INSTRUCTIONS loAlr:/nu’:ns KEYS OATAIITS
1 | Key in the program.
2 | (Optional) Input degrees of
freedom » and x to calculate
f(x, v). v
X @) f(x, v)
\ 3 | Input degrees of freedom » and
X to calculate P(x, v). v
x Pix, »)
4 | For a different case, go to i
step 2.




38 t Distribution
Example 1:

Find f(x, v) and P(x, v) for x =22, v=11.

Keystrokes Display

(0 2
11 22 () 437  -02
1 2.2 9.75  -01

Example 2:
Find P (x, v) for x = -1.75, v = 30.

Keystrokes Display

(1) (5c9 2

30 30.00

1.75 (cns) 451 02

(f(x, v))
(P(x, v))

(v)
(P(x, v))



F Distribution

This program evaluates the integral of the F distribution

Equations:

1. Density function

2
v, Vo vy
e -2 1+ —L
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2. Cumulative distribution function

Peo=[ sy

The integral P(x) is calculated by using the integrate key (/3] .

Note:

Usually v, is identified as the degree of freedom for numerator, and v, is
identified as the degree of freedom for denominator.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
({)CLEAR [rcw] | 000 - 019- 31
™ x loo1-2s5,13, 11 020- 31
(s10) 2 002- 23 2 021- 31
@ 003- 15 22 0 022- 24 0
(s70] 1 004- 23 1 ||(@®e1 023- 24 1
005- 21 024- 71
(s1o) 0 006- 23 0 ||E97 025- 23 7
(Gs8) 3 007- 13 3 ||X™ 026- 61
(s9)3 008- 23 3 ||1 027~ 1
{re) 1 009- 24 1 028- 51
(cse) 3 o10- 13 3 |lEmoO 029- 24 0
(s70) 4 011- 23 4 || &1 030- 24 1
(ReL) 0 012- 24 0 031- 51
{Red) 1 013- 24 1 {2 032- 2
014~ 51 033- 71
(cse) 3 015- 13 3 || MW® 034- 25 3
95 016- 23 5 || 035- 21
(RcL) 2 017- 24 2 ||[Rc]o 036- 24 0
™ 0 018-25,13, 0 || 2 037- 2
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
038 - 71 | | B 065- 14 61
1 039- 1 1 066- 22 1
= 040- a1 | |1 067- 1
e 041- 25 3|3 068- 41
042- 21 || m D 069- 25 1
043- 71 6 070- 23 6
7 044- 24 ™ 071- 25 12
(ReLl 0 045- 24 ™ 1 072-25,13, 1
2 046 - ] 073- 73
047 - 71|15 074- 5
& 048- 25 3| |@ 075- 14 71
&= 049- 61 2 076- 22 2
(Ref) 5 050- 24 5 077- 21
® 051- 61 | |1 078- 1
(rel) 3 052- 24 3 ({3 079- M
053- 71 e 080-23,61, 6
(ReL) 4 054- 24 4 1 081- 22 1
055- 71| 1M™ 2 082-25,13, 2
(] 056- 2512 || (@ 083- 2573
D] 3 057-25,13, 3 | |@M 084- 14 3
1 058- 1 e 085-23,61, 6
6 059- 23 6 6 086- 24 6
ETY)) 060- 21| |®™ 087- 25 12
2 061- 21 (@™ 088- 25, 13, 12
062- 71 | |(cs8) (W 089- 13,11
] 063- 2532 | |0 090- 0
) (=13 064- 25 0 2 091- 24 2
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
MmARo 092-14,72, 0 CHS 095 - 32
1 093- 1] |5 096- 74
= 094- 41
REGISTERS I
R, v, R,v, R, x R;I'(v./2)
R,I['(v,/2) RsT[(vi+2,)/2] IRs Used R;va/v,
Rs—R ; Unused
STEP INSTRUCTIONS DATAUNITS KEYS DRV NUNITS
1 Key in the program.
2 |(Optional) Input v, »,, and
x to calculate f(x). v,
vo
x (&) f(x)
3 [llnput vy, », and x to calculate
P(x). v
vz
X (3] P(x)
4 |For a different case, go to
step 2.




Examples:

. vi=6,v,=7
P(3.87) = 0.0499

2. vi=4,v,=20
P(2.25) = 0.0999

Keystrokes Display
) GEa 2

6 (EnTERs] 7

3.87 4.99
4 [@mEm) 20

2.25 9.99

F Distribution

-02 (P(3.87)

-02 (P(2.25))

43




Test Statistics
t Statistics

l. Paired t Statistic

Given a set of paired observations from two normal populations with
means i, e (unknown)

X IX1 Xy Xn
ly1 2 Yn
let
Di Yi

L

i

ipz- 1 (3D
n

Sp =

n—1
The test statistic
AN
Sp
which has n — 1 degrees of freedom (df) can be used to test the null
hypothesis
Ho: py = p,

Il. t Statistic for Two Means

Suppose {x,, Xoy ones xm} and {yl, Vay eens yn2} are independent random
samples from two normal populations having means g, &, (unknown)
and the same unknown variance o 2.

44
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We want to test the null hypothesis
Hy oy — o =d

Define

x—y—d
J inz - nl)_(z + 2)’;2 - ngyz
ntn,—2

We can use this t statistic which has the t distribution with n, + n, — 2
degrees of freedom (df) to test the null hypothesis H,.

References:
1. Statistics in Research, B. Ostle, lowa State University Press, 1963.

2. Statistical Theory and Methodology in Science and Engineering,
K. A. Brownlee, John Wiley & Sons, 1965.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(f) CLEAR 000- (n) 1 005-25,13, 1
() ® 0071-25,13,11| | (&) () 006- 25 8
) 002- 41 6 007- 23 6
m 003- 14 74| |75 008- 74
RIS 004- 74| |(v] 009- 25 9




46 t Statistics

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
R/S 010- 74 G 037- 24 1
6 011- 24 6 2 038- 24 .2
0 012- 24 0 4 039- 23 4
K3 013- 14 3| | 040- 21
63 014- 61 3 041- 23
X%y 015- 21| 1B E 042- 25
= 016- 71 8 043- 23
R/S 017- 74 044- 21
0 018- 24 0 0 045- 24 0
1 019- 113 046 - 61
= 020- 41 Do 047- 24 0
7S 021- 74 | |3 048 - 71
1 022- 22 1 7 049- 23 7
(n] 023-25,13,12 | |x¥ 050- 21
® 024- 1474|033 051- 41
RIS 025- 74 6 052- 24 6
1 026- 24 1|3 053- 41
I+ 027- 23 .1 4 054- 24
2 028- 24 2 3 055- 24
2 029- 23 .2 7 056- 24
0 030- 24 0| |X® 057- 61
4o 031- 23 0}(E 058- 4
0 032- 0 2 059- 24 2
(D CLEAR 3) ]033- 14 34 060- 51
R7S 034- 74 1 061- 24
™ 2 035-25,13, 2 8 062- 24 8
6 036- 23 6| |X™ 063- 61
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(=) 064- 41 (Jo 075- 24 .0
0 065- 24 0| | ™ 076- 25 2
2Jo 066- 24 .0 077- 51
067- 51 M 078- 14 3
2 068~ FARIES) 079- 61
) 069- 41 080- 71
9 070- 23 9 R/S 081- 74
071~ 71 9 082- 24 9
) 072- 14 3 7S 083- 74
0 073- 24 0 2 084- 22 2
0] 074- 25 2
| REGISTERS 1
f R, d R, x Ry R, df
‘ R.3x, Sy Rs2x2, 3y2 . |Re2y 2x R, 2y?, 2x?
Rg Zxy Ry, N, Rgn, R, 2x
R,Xx? R;-R; Unused
STEP INSTRUCTIONS DATAONITS KEYS A
Paired t Statistics
§ 1 |Key in the program from
line 1-line 22.
2 |initialize the program. (] CLEAR
3 |Repeat steps 3-4 fori=1, 2,
ey ML
Input: x; X,
Vi 2 ® i
4 |if you made a mistake in




48 t Statistics
STEP INSTRUCTIONS DATAUNITS KEYS DATAONITS
inputting x, and y,, then
correct by — Xy
Vi C @) k-1
5 |To calculate test statistics:
D 1 D
S R/S So
t R/S t
df R/S df
6 |Repeat step 5 if you want the
results again.
t Statistics for
Two Means
1 |Key in the program from
line 23-line 84.
2 |Initialize the program. ) CLEAR
3 |Repeat step 3-4 fori = 1, 2,
ey Ml
Input x;. X i
4 |If you made a mistake in
inputting x,. then correct
by — Xy ® =) k-1
5 |lnitialize for the 2nd array
of data. R/S 0.0000
6 |Repeat step 6-7 fori = 1, 2,
v Nae
Input y.. ¥i i
7 |If you made a mistake in
inputting y,, then correct
by — Yk & =) k-1
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sTEP INSTRUCTIONS DATRUNTS KEYS AT
8 |Input d to calculate test
statistic: ¢ d 2 t
df R/S df

9 | Repeat step 8 if you want

the results again.

Example 1:
x |14 175 17 175 154
yi |17 207 216 209 172
D = -3.2000
sp= 1.0000
t =-7.1554
df = 4.0000
Keystrokes Display
(0 4
(1) CLEAR
14 17 (&) 1.0000
17 15 &1 2.0000 (error)
17 15 3
® &) 1.0000 (correction)
17.5 207 (@)
17 21.6 (&)
17.5 209 (&)
15.4 17.2 (2] 5.0000 _
1 -3.2000 (D)
1.0000 (sp)
-7.1554 (1)

7S 4.0000 (df)
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Example 2:

x|79 84 108 114 120 103 122 120

y |91 103 90 113 108 87 100 80 99 54
n, =28

n, = 10

Ifd =0(.e., Hy u, = py)

then ¢+ = 1.73, df = 16.00

Keystrokes Display

(1] CLEAR

79 (8] 84 (8] 99

99 (@) =) 2.0000
108 114 120

103 122

120 8.0000
0.0000

91 103 90
113 108
87 100
0 (8] 99 (8) 54 10.0000
(Gss} 2 1.7316 (1)
RIS 16.0000 dn

=



Chi-Square Evaluation

This program calculates the value of the x* statistic for the goodness of
fit test by the equation

, N (0, - E)
X = 2} e

where O; = observed frequency

E; = expected frequency

If the expected values are equal

(E =E = 20, for all)
h

then

Note:

In order to apply the goodness of fit test to a set of given data, combining
some classes may be necessary to make sure that each expected fre-
quency is not too small (say, not less than 5).

Reference:
Mathematical Statistics, J. E. Freund, Prentice Hall, 1962,
51




52 Chi-Square Evaluation
KEY ENTRY DISPLAY KEY ENTRY DISPLAY
(JCLEAR 000- R/S 020- 74
(n) (g (& 001-25,13,11 | | 61 021- 22 1
002- || ™ 022-25,13, 12
@ 003- 1522|| @ 023- 1474
= 004- 41 R/S 024- 74
@ &3 005- 15 3| (W 2 025-25,13, 2
E3) 006- 14 22| | (R0 026- 24 0
007 - 71 0 027- 24 0
W Eo 008-25,71, 0 2 028- 24 2
CHS 009- 32 3] 029- 61
1 010- 23,51, 1 1 030- 24 1
1 011- 1 031- 71
M Eo 012-25,71, 0| | ®eO 1 032- 24 1
CHS 013- 2113 033~ 41
0 014-23,51, 0| | GTs 034- 74
0 015- 24 ¢ 1 035- 24 1
kERo 016-25,61, 0| | RcD) 0 036- 24 0
A7S 017- 74 037- 71
™ 1 018-25,13, 1 /S 038- 74
1 019- 24 1| | (e92 039- 22 2
REGISTERS I
R, Index R; x2, 20, R,20? R; Used
R, Used R;s Used Rs Unused R;—R 4 Unused
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STEP INSTRUCTIONS DATAUNITS KEYS oA IS
Unequai Expected
Frequency
1 |Key in the program from
line 1-line 21.
2 {lnitialize the program. (1] CLEAR
3 |Repeat steps 3-4 fori = 1, 2,
.
Input: O, 0,
E. E ® i
4 |}t you made a mistake in
inputting O, and E,, then
correct by — O,
E, M0 m®™ k-1
5 |Calculate x+* 1 X
6 |Repeat step 5 if you want
the result again.
Equal Expected
Frequency
1 {Key in the program from
line 22-line 39.
2 ||Initialize the program. () CLEAR
3 |Repeat steps 3-4 fori =1, 2,
e I
Input: O, (o i
4 |If you made a mistake in
inputting O,, then correct
by — O @ ) h-1
5 | Calculate: x.? 2 X2
E R/S E
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INPUT ourtePuT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS

6 | Repeat step 5 if you want

the results again.

Example 1:

Find the value of x? statistic for the goodness of fit for the following data
set:

ol 8 s0 47 s 5 14
£ | 96 4675 5185 544 825 915

X:2 = 4.8444 df =5

Keystrokes Display

(3 CLEAR
8 [BmERs) 9.6 (&)
50 (@mERe) 46.75 (a)
47 @Ry 51.85 ()
56 [@mER) 54.4 (2]

100[@mERs) 100 (] 5.0000 (error)
100(=vTERs) 100

™G0 &) 4.0000 (correction)
5@y 8.25 (&)

14[@TERs) 9.15 (2]  6.0000

1 4.8444 (x:9)
Example 2:

The following table shows the observed frequencies in tossing a die 120
times. x2 can be used to test if the die is fair.

Note:

Assume that the expected frequencies are equal.

number | 1 2 3 4 5 6
frequency O,] 25 17 15 23 24 16
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E =20.00

Keystrokes Display

() CLEAR

251708 19 3.0000 (error)
1908 &3 2.0000 (correction)
15{8)23 (8] 24

16 6.0000

2 5.0000 (X))

/S 20.0000 (E)

Since 5.00 is less than 11.07 (5% significance level), no actual differ-
ences exist between the observed and expected frequencies.




Contingency Table

Contingency tables can be used to test the null hypothesis that two
variables are independent.

This program calculates the x? statistic for testing the independence of
the two variables. Also Pearson’s coefficient of contingency C., which
measures the degree of association between the two variables, is

calculated.

l. 2 x k Contingency Table

/
i 1 2 K Totals
1 X1q X2 X1k R1
2 Xo1 X Xak R,
Totals | C, C, Cy T
ll. 3 x k Contingency Table
J
i 1 2 k Totals
1 X1 Xq2 X1k R,
2 X1 Xz Xk R,
3 X311 X3 X3k R,
Totals | C, C, Cv T

Equations:

Row sum R;

Column sum C;=

3

56

=1,2 (for2 X k)
=1,2,3(for3 X k)

=12, ..,k

= 2 (for 2 X k)
3 (for 3 X k)



n

Total T Z

Chi-square statistic

2 E (Xu— xy — Ey)*

; C,)

k
2

Jj=1

=l =1

Contingency coefficient

Contingency Table 57

n =2 (for 2 X k)
n =3 (for 3 X k)

df = (n — Ik — 1,

n=2(for2 X k)
n=3(for3 X k)

Reference:

C.=

2

X
T+ x*

B. Ostle, Statistics in Research, lowa State University Press, 1972.

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
()CLEAR(M] |0 9 012- 13 9
®Eeo 001-25,13, o | (BS 013- 74
(OCLEAR 002- 14 33 7 014- 24 7
MEdo 003-25,61, 0| | B 015- 74
(DGR 004-2561, 1| | ® 1 016-25,13, 1
0 005- o [WED4 017-25,71, 1
R/S 006 - 74| |1 018- 1
(8] 007-25,13,12 | | ® EJ1 019-25,71, 1
Ao 008- 25,51, 0| |73 020- 23 3
M) &) Jopg- 25, 13,17 | [ED 4 021- 24 4
) (2 1 010-25,71, 1 1 022- 24 1
0 011- 0 023- 71




58 Contingency Table

KEY ENTRY DISPLAY KEY ENTRY DISPLAY
9 024- 23 9 3 053- 24 3
5 025- 24 5 A/S 054- 74
2 026- 24 2|1 3 055-25, 13, 3
027- 71 0 056- 24 0
e] 028-23, 51, 9| | (r7s 057- 74
6 029- 24 6 1 058- 22 1
3 030- 24 3|(m 9 059-25,13, 9
031- 711 M 0 060-25,71, 0
9 032-23, 51, 9||Ens 061- 32
9 033- 24 9 3 062-23, 51, 3
1 034- 1 0 063-23, 51, 0
= 035- 41 7 064- 23 7
0 036- 24 0 &3 065- 15 3
= 037~ 61 8 066- 23 8
RIS 038- 74 067- 15 22
039- 31 m 0 068-25, 71, 0
040- 31 chs 069- 32
0 041- 24 0 2 070-23, 51, 2
042- 51 0 071-23, 51, 0
043- 71 7 072-23, 51, 7
M 044- 14 3 =3 073- 15 3
R/S 045- 74 9 074- 23 9
®™ 2 046-25, 13, 2 075- 15 22
1 047- 24 1| Im@EO 076-25,71, 0
R/S 048- 74 CHS 077~ 32
2 049- 24 2 1 078-23,51, 1
R/S 050- 74 0 079-23,51, 0
® 1 051-25,71, 1 7 080-23,51, 7
3 052- 22 3 &2 081- 15 3

___-L
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KEY ENTRY DISPLAY KEY ENTRY DISPLAY
7 082- 24 7 097~ 71
083- 71 6 092-23, 51, 6
4 084-23, 51, 4 Mo 093-24, 14, 23
9 085- 24 9| |4 094~ 1
7 086- 24 7)im 0 095-25,71, 0
087- 71 CHS 096~ 32
5 088-23, 51, 5§ 097- 51
8 089- 24 8 O m 098-23, 14, 23
7 090- 24 7||Mm 0 099-25, 61, 0
REGISTERS I Index
R, T R, R, R, R, R; R
R.Zx,?/c; Rs2x,2/c; Re 2x,2/c; R, c;
Rsx3? Rg X7 R, ~-R., Unused
sTep INSTRUCTIONS DATAUNTS KEYS RTINS
1 | Key in the program.
2xk (go to step 8 for 3xk).
2 | Initialize the program. 0
] o1
3 | Repeat steps 3-6 forj = 1, 2,
k.
Input: x; Xy
Xz Xo; A i
4 | (OPTIONAL) Calculate
column sum C;. R/S C;
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STEP INSTRUCTIONS Aa NS KEYS L
5 | If you made a mistake in
inputting x,,, and x,,, then
correct by — Xn
X2n h-1
6 | (OPTIONAL) Calculate
column sum C,.
(correction) R/S -C,
7 | Go to step 13 for contingency
table caiculations.
3xk
8 | Initialize the program. 0
9 | Repeat steps 9-12 forj = 1, 2
k.
Input: x,; Xy;
X, X
X3 X3 (3 i
10 | (OPTIONAL) Calculate
column sum C;. C;
11 | If you made a mistake in
inputting x.,, x4, and x,,,
then correct by — Xin
Xzn
Xan (h-1)
12 | (OPTIONAL) Calculate
column sum C,, (correction). Ch
13 | Calculate: Test Statistics x2 1 x?
Coefficients C.. C.
Row Sum 1 R, 2 R,
Row Sum 2 R, R/S R,

N |




Contingency Table 61

INPUTS OUTPUT
STEP INSTRUCTION KEYS DATA/UNITS DATA/UNITS
Row Sum 3 R, (3xk only) R/S R,
Total T 3 T
14 | Repeat step 13 if you want
the results again.
15 | For another case, go to step 2

or step 8.
Example 1:
Keystrokes
0 (m)EA !
2 3[&)
5 8@
6 9 (@) 3.0000 (error)
15.0000 (Cy)
6 ([BwEry) 9 2.0000 (correction)
-15.0000 (-Cy)
4([onew) 7 (3) 3.0000
1 0.0221 (x?)
0.0276 (C)
2 11.0000 (R))
18.0000 (Ry)
3 29.0000 (T)




62 Contingency Table

Example 2:
Find test statistic x? and coefficient of contingency C,. for the following
set of data
\
i 1 2 3 4
1 36 67 49 58
2 31 60 49 54
3 58 87 80 68
Keystrokes: Display:
0 0.0000
36 31
58 (&) 1.0000
67 60 (enTery)
87 (] 2.0000
4 49 (evTere]
80 (&) 3.0000 {error)
133.0000 (Cy)
4 49 (enTeRs]
80 2.0000
-133.0000 (-Cy)
49 49
80 (&) 3.0000
58 54 (enTeRs]
68 (&) 4.0000
1 3.3574 (x%
0.0692 (Co)
2 210.0000 (R)) ,
R7S 194.0000 (Ry)
293.0000 (R3)
3 697.0000 (T)

|
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