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Introduction 1 

INTRODUCTION 

Material in HP-55 Statistics Programs has been selected from the areas 
of probability, general statistics, distribution functions, curve fitting, and 
test statistics. 

Each program includes a general description, formulas used in the 
program solution, numerical examples, and user instructions. Program listings 
and register allocations are also given. The body of the book is arranged 
logically according to subject matter. The back cover contains an index. 

We suggest that you first read the material explaining the Format of 
User Instructions, then use the programs. An understanding of the HP-55 
Owner's Handbook is also required if, in addition, you wish to track the 

• 

changes in the storage registers and stack registers on a step-by-step basis. 
We hope you find HP-55 Statistics Programs a useful tool for your 

statistical work and welcome your comments, requests, and suggestions-these 
are our most important source of future user-oriented programs. 
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4 Format of User Instructions 

FORMAT OF USER INSTRUCTIONS 

The completed User Instructions form is your guide to operating the 
programs in this book. 

The form is composed of five columns. Reading from left to right, the 
STEP column gives the instruction step number. A step number with the 
symbol "prime" (') placed to its upper right indicates that step is optional or 
alternate to the step with the same number. 

The INSTRUCTIONS column gives instructions and comments concern­
ing the operations to be performed. Steps are executed in sequential order 
except where the INSTRUCTIONS column directs otherwise. 

Normally, the first instruction is "Enter program", which means to store 
the keystrokes of the program into memory (press in RUN mode, switch 
to PRGM mode, key in the program, then switch back to RUN mode). 

Repeated processes, used in most cases for a long string of input/output 
data, are outlined with a bold border together with a "Perform" instruction. 

The INPUT DATA/UNITS column specified the input data to be 
supplied, and the units of data if applicable. 

The KEYS column specifies the keys to be pressed. m is the symbol 
used to denote the I ENTER+ I key. All other key designations are identical to 
those appearing on the HP-55. Ignore any blank positions in the KEYS 
column . 

. Some programs are sufficiently complex that users have to press 
additional keys (other than program-control keys) in order to get the answers. 
Those keys will also be shown in the KEYS column. 

The following is an example of User Instructions (for the Behrens-Fisher 
Statistic program). 

iSTEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

-t 
1 Enter program 

2 Initialize 9 
. 

CL·R 0.00 
. 

I:+ • 
3 Perform 3 for i = 1,2, ... , "1 x· , , 
3' Delete erroneous data xk xk f I:-

'L ...I 

I Compute x and stf...;rl;. f I - II STO II 0 I -4 x x . 

9 I s I I RCL II • I 
0 I f II Yx II • I sl/yn; -• 

STO I 1 
lr " 9 CL·R 0.00 

I:+ I • 5 Perform 5 for i :::: 1, 2, ... , "2 y; .I 

5' Delete erroneous data Yh \ f I:- I I 
6 Input 0 and compute d and () 0 SsT I RIS II I I I d 

RIS I II I I I 8 

7 For a new case, go to 2 
,r " 
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Step 1: The first step in all programs is to enter the program into the 
calculator. 

Step 2: The initialization step clears the stack and registers R. o through 

R. 9 · 

Step 3: This is a loop which accumulates sums for input data x/so The first 
time through the loop the dummy variable i takes the value 1; the 
second time, i takes the value 2; etc. 

Step 3': Only executed when you want to remove data entered in step 3. 

Step 4: User has to press additional keystrokes to compute intermediate 
results and reinitialize registers. x and sdv'll; are computed and 
displayed. 

Step 5: This is a loop which accumulates sums for input data Yi'S. 

Step 5': Only executed when you want to remove data entered in step 5. 

Step 6: D is an input. Answers d and (J are computed. 

Step 7: This step gives instructions for starting a new case. In this example, 
return to step 2. 



. 6 Permutation 

PER 

A permutation is an ordered subset of a set of distinct objects. The number of 
possible permutations, each containing n objects, that can be formed from a 
collection of m distinct objects is given by 

m! . 
(m _ n)! = m(m - 1) ... (m - n + 1) 

where m, n are integers and 0 ,;;;; n ,;;;; m. 

Notes: 

1. mPn can also be denoted by P~ ,P(m,n) or (m)n. 

DISPLAY KEY DISPLAY KEY 
I ~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 00 0 Ro m 

01. 26. 01 1 R 1 

02. 33 STO 27. 51 - R2 
03. 00 0 2B. 32 9 R3 
04. 84 R/S 29. -32 x=y 32 R. 
05. 32 9 30. 23 Ri Rs 
06. -35 x=y 35 31. -19 GT019 R6 
07. 31 f 32. 23 Ri ~R 

~ 7 

OB. -11 x";;;'y 11 23 Ri 33. R. 
09. 00 0 34. -00 GTO 00 R. 
10. 81 • 

,t-
35. 31 f R.o -• 

11. 01 1 36. 43 n! R. , 
12. 32 9 37. -00 GTO 00 R.2 
13. -32 x=y 32 3B. 01 1 R.3 
14. 44 CLX 39. -00 GTO 00 R •• 
15. 32 9 40. 41 t R.s 
16. -38 x=y 38 41. 31 f R.6 
17. 61 + 42. 43 n! R.7 

1B. 51 - 43. 22 x:t R •• 
19. .Ql 1 44. 84 R/S R •• 
20. 61 + 45. 51 -

21. 71 
~ 

46. 31 f 
22. .1..1 47. 43 n! 
23. ~TX-l 4B. 81 • -• 

24. 49. -00 GTO 00 ... 
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Examples: 

1. 27PS = 9687600.00 

2. 73P4 = 26122320.00 

STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I II I II I 
~. ~ 

2 Input m, n m BST R/S I I m 

n R/S I I mPn 

2' If m ~ 69, for a faster execution GTO 4 0 I I 
m R/S I I m 

n R/S I I I mPn 

3 For a new case, go to 2 I I I 

• 

• 
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COMBINATION 

A combination is a selection of one or more of a set of distinct objects 
without regard to order. The number of possible combinations, each 
containing n objects, that can be formed from a collection of m distinct 
objects is given by 

mCn =-:-_m---,!,-:----:- = m(m -1) ... (m - n + 1) 
(m - n)! n! 1 0 2 0 ••• on 

where m, n are integers and 0 ~ n ~ m. 

This program computes m Cn using the following algorithm: 

1. Ifn ~ m - n 

C =m-n+l 0 

m n 1 
m-n+2 

2 
o 0 ... -

m 

n 

2. Ifn > m - n, program computes mCm-n' 

Notes: 

• 

1. m Cn, which is also called the binomial coefficient, can be denoted by 
C~ ,C(m,n), or (~). 

2. mCn = mCm-n 

3. mCo=mCm=l 

4. mCI = mCm-l = m 
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DISPLAY KEY DISPLAY KEY REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. -29 x<,y 29 R 0 maxIn, m-n) 

01. 51 - 26. 34 RCL R 1 Used 
02. 31 f 21'. 02 2 R 2 Used 
03. 34 LAST X 28. -00 GTO 00 R3 
04. 31 f 29. 34 RCL R. 
05. -42 x<,y 42 30. 00 0 Rs 
06. 33 STO . 31. 22 x::"y R6 
07. 00 0 32. 61 + R7 
08. 01 1 33. 31 f R. 
09. 33 STO 34. 34 LAST X R. 
10. 01 1 35. 81 • R.o -• 
11. 61 + 36. 34 RCL R. , 

12. 33 STO 37. 02 2 R.2 

13. 02 2 38. 71 x R.3 
. 

14. 44 CLX 39. 33 STO R •• 
15. 32 lJL 40. 02 2 R.s 
16. -44 x=y 44 41. -17 GTO 17 R •• 
17. 23 Rt 42. 22 x"i:.y R.7 
18. 01 1 43. -06 GTO 06 R •• 
19. 34 RCL 44. 01 1 R •• 
20. 01 1 45. -00 GTOOO 
21. 61 + 46. 

22. 33 STO 47. 

23. 01 1 48. 

24. 31 f 49. 

Examples: 

1. 73C4 = 1088430.00 

2. 27CS = 80730.00 

STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program 
--------_._--"--" .. -- -- ~-.,--

2 Input m, n m t 

n BST RIS mCn 

3 For a new case, go to 2 
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10 Bayes' Formula 

BAYES' 

Suppose E 1 , E2 , .•• , En are n mutually exclusive and exhaustive events, and A 
is an event for which the conditional probabilities, P [A/Ed of A given Ej, are 
known. If P [Ed are given, then the conditional probability P [Ek/ A 1 of any 
one event Ek given A is 

P [E
k

/A1 = P[Ek1 P [A/Ek1 
n 

L: P [Ed P [A/Ed 
i= 1 

where k can be 1, 2, ... , or n. 

Reference: 

E. Parzen, Modern Probability Theory and its Applications, John Wiley and 
Sons, 1960. 

DISPLAY KEY DISPLAY KEY .. REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 51 - R 0 ~P [AlE;] P[E;] 

01. 26. 33 STO . R 1 n 

02. 33 STO 27. 01 1 R2 
-+ 

03. 00 0 2B. -06 GTO 06 R3 

04. 33 STO 29. 71 x R. 

05. 01 1 30. 34 RCL Rs 
-I 

R. 06. 84 RIS 31. 00 0 
07. 71 32. 81 • R7 x -• 

OB. 33 STO 33. -00 GTO 00 R. 
+ 

R. 09. 61 + 34. 

10. 00 0 35. R.o 
11. 34 

13.9:.. 
36. R. , 

12. 37. R.2 
13. ~ 3B. R.3 

I-
14. ..2. + 39. R •• 

I-
15. ~~ 40. R.s 

16. ~ 41. R •• 

17. e, !QQ2. 42. R.7 

1B. x 43. Rea 

19. ~I~ 44. R.g 

20. 2. - 45. 

21. 46. 

22. 34 RCI 47. 

23. ..Q. 1 4B. 

24. ..Ql 1 49. 

. 



Example: 

If P[Ed = 0.95 
P[A/Ed = 0.005 
P[E2 ] = 0.05 
P[A/E2] = 0.995 

then P[El/A] = .09 

! STEPi INSTRUCTIONS 

1 Enter program 

2 Initialize 

3 Perform 3 for i = 1, 2, ...• n 

3' Delete erroneous data P [Em J , 

PIA/Eml 

4 Compute PIEk/Al 

5 For a different k. go to 4 

6 For a new case, go to 2 

INPUT 
DATA/UNITS 

PIEd 

PIA/E,l 

PIEml . 

PIA/Eml 

PIEkl 

PIA/Ekl 

Bayes' Formula 11 

K.EYS OUTPUT 
DATA/UNITS 

I I 
BST RIS 

I~ 

0.00 

t 
.J 

RIS I 4r 
• 
I 

". JL ..JL 

t ... I I I 
GTO I 1 I 8 RIS 

t I I 
GTO I 2 I 9 RIS PIEk/Al 

I II IL 
I I • 

. 



12 Probability of No Repetitions in a Sample 

PROBABILITY OF NO REPETITIONS IN A SAMPLE 

Suppose a sample of size n is drawn with replacement from a population 
containing m different objects. Let P be the probability that there are no 
repretitions in the sample, then 

P = 1 _ 1 
m 

1 _ 2 
m 

n-l ... 1--- • 
m 

Given integers m, n such that m ~ n ~ 1, this program finds the probability P. 

Note: 

The execution time of the program depends on n; the larger n is, the longer 
it takes. 

Reference: 

E. Parzen, Modem Probability Theory and its Applications, John Wiley and 
Sons, 1960. 

DISPLAY KEY DISPLAY KEY t- REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 00 
-I 

0 RoUsed 

01. 26. -06 GT006 R, m 

02. 02 2 27. 34 RCL R 2 Used 

03. 01 1 28. 00 0 R3 

04. 33 STO 29. -00 GTOOO R. 

05. 00 0 30. Rs 

06. 34 RCL 31. Rs 

07. 01 1 32. R7 

08. 34 RCL 33. Rs 

09. 02 2 34. R. 

10. 01 1 35. R.o 
11. 51 - 36. R., 

-I 
R.2 12. 33 STO 37. 

13. 02 2 38. R.3 

14. 00 0 39. R .. 

15. 32 J 40. R.s 
41. 16. -27 ~27 R.s 

I~ 
17. 42. 23 Rt R.7 
18. 22 x;:"y 43. R.s 

19. 81 • 44. R.g -• 

20. 01 1 45. 

21. 22 x~y 46. 

22. 51 - 47. 

23. 33 STO 48. 

24. 71 x 49. 
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Example: 

In a room containing n persons, what is the probability that no two or more 
persons have the same birthday for n = 4, 23, 48? 

(Note: m = 365) 

1. n = 4, P = .98 

2. n = 23, P = .49 

3. n = 48, P = .04 

(That is, in a room having 48 persons, the probability that at least two of 
them will have the same birthday is as high as 1 - .04 = 0.96.) 

STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I II II II I 
2 Input m m I STO I I 1 I I BST II I 
3 Input n n I RIS II I I II I p 

4 For different n, go to 3 I I I II II I 
I I I I I II I 

. 
5 For a new case, go to 2 

• 
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GAMMA FUNCTION 

This program approximates the value of the gamma function r(x) for 
1 ..;; x ..;; 64. 

r(x) 

2 

1 

1 2 

r(x) = 

==v2rr/x 
1 1 

- x - 12x + 
XX e 360x3 

Suppose e is the error, then 

This approximation is good for large x. In order to increase the accuracy 
(especially for small values of x), the program computes r(x + 5), then r(x) is 
calculated using the following formula 

r(x) = r(x + 5) . 
(x + 4) (x + 3) (x + 2) (x + 1) x 

Note: 

This program can be used to fmd the generalized factorial x! for 0..;; x..;; 63. 

x!=r(x+1) 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 
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DISPLAY KEY DISPLAY KEY . REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 32 9 Ro Used 
• eX 01. 5 26. 22 R, 

-I 
x:t.y R2 02. 61 + 27. 22 

03. 41 t 28. 41 t R. 

04. 13 Ix 29. 61 + R. 

05. 41 t 30. 31 f Rs 

06. 71 x 31. 83 1r R. 

07. 41 t 32. 71 x ~R 
~ 7 

t 08. 41 33. 31 f RB 

09. 03 3 34. 42 Vx Re 

10. 00 0 35. 71 +x Roo 
11. 81 36. R01 • 33 STO -• 
12. 01 1 37. 00 0 R02 

13. 51 
I~ 

38. Ro' - 44 CLX 

14. 71 x 39. 05 5 R .. 

15. 01 1 40. 51 - Ros 

16. 02 2 41. 33 STO Roe . 

17. 81 • 42. 81 • R07 - -• • 

18. 22 x:t.y 43. 00 0 ROB 

19. 31 f 44. 01 1 Roe 

20. 22 In 45. 61 + • 

21. 51 - 46. 31 f 

22. 71 x 47. -41 xo;;;y 41 
23. 61 + 48. 34 RCL 
24. 42 CHS 49. 00 0 

Examples: 

1. r (5.25) = 35.21 

2. 7! = r(B) = 5040.00 

3. 2.34! = r (3.34) = 2.BO 

STEP INSTRUCTIONS . INPUT KEYS OUTPUT 
OATA/UNITS DATAIUNITS 

1 Enter program I I ~ 
2 Initialize I BST I II 
3 Input X x I RIS I II r(x) 

4 For a new case, go to 3 I I II 

• 
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INCOMPLETE GAMMA FUNCTION 

where a> 0, x > O. 

x 

'Y (a, x) = 
, 0 

00 

=x3 e -x L 
n=O 

a( a + 1) ... (a + n) 

• 

This program computes successive partial sums of the above series. The 
program stops when two consecutive partial sums are equal and displays the 
last partial sum as the answer. 

Note: 

When x is too large, computing a new term of the series might cause an 
overflow. In that case, display shows all9's and the program stops. 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968 . 

• 
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DISPLAY KEY DISPLAY" KEY .. REGISTERS ENTRY 
, 

ENTRY LINE CODE LINE CODE 

00. 25. 02 2 Rox 

01. 26. 61 + R I Used 

02. 00 0 27. 32 9 R 2 Used 

03. 22 x: ~y 28. -30 x=y 30 R3 

04. 33 STO 29. -12 GT012 R. 

05. 01 1 30. 34 RCL Rs 

06. 12 yX 31. 00 0 R6 

07. 34 RCL 32. 32 9 R7 

08. 01 1 
II-

33. 22 eX Ra 

09. 81 • 34. 81 • R. - -• • 

10. 33 STO 35. -00 GTO 00 Roo 

11. 36. ROl 

12. 37. R02 

13. 38. R03 

14. 39. Ro. 

~ II 1 40. Ros 

IIp 41 . Ro6 
17. ..Q! + 42. R07 

18. 

~~ 
43. Roa 

19. 44. Ro• 
, 

11 20. • 45. - , 
• 

21. .1i RI 46. 

22. -W- 47. 

23. 48. 

24. 49. 

Examples: 

1. 'Y (1, 2) = .86 

2. 'Y (I, 0.1) = .10 

, 

STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS , 

1 Enter program II I 
2 Input a, x a t I I I 

X BST I I RIS I 'rIa. xl 
-

3 For a new case, go to 2 I I , 

I 



, 

18 Error Function and Complementary Error Function 

ERROR FUNCTION AND 
COMPLEMENTARY ERROR FUNCTION 

Error function erf x = 2 
";;0 

x 

2 _x 2 
=--e 

Complementary error function 

00 

n=O 

erfc x = 1 - erf x 

where x > o. 

This program computes successive partial sums of the series. The program 
stops when two consecutive partial sums are equal and displays the last partial 
sum as the answer. 

Notes: 

1. When x is too large, computing a new term of the series might cause an 
overflow. In that case, display shows a1l9's and the program stops. 

2. The execution time of the program depends on x; the larger x is, the 
longer it takes. 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National· 
Bureau of Standards, 1968. 
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DISPLAY KEY 
LINE CODE ENTRY 

00. 

01. 

02. 00 0 
03. 41 t 
04. 71 x 
OS. 02 2 
06. 71 x 
07. 

08. 

09. )1 -l-J-
10. 

11. 

12. 

13. 

~ 
)1 

17. 

18. -W-
19. + ...[ + 
20. 

21. -W-
22. • -• 
23. ~ 
24. 

, 

Example: 

erf 1.34 = .94 

erfc 1.34 = .06 

STEP INSTRUCTIONS 

1 Enter program 

2 Compute ert x and erfc x 

3 For a new case, go to 2 

DISPLAY 
It 

LINE CODE 
2S. 71 
26. 33 
27. 00 

; 
28. 61 
29. 32 
30. -32 
31. -14 
32. 02 
33. 71 
34. 31 
3S. 83 
36. 31 
37. 42 
38. 34 
39. 01 
40. 02 
41. 81 
42. 32 
43. 22 
44. 71 

II-
4S. 81 
46. 84 
47. 01 
48. 22 
49. 51 

INPUT 
DATA/UNITS 

I 
X I 

I 
I 

KEY REGISTERS ENTRY 

x RoUsed 

STO . R 1 2x2 

0 R 2 Used 

+ R3 

9 R. 
x=y 32 Rs 
GT014 R6 
2 R7 

-t 
x RB 
f R •. 

7r Roo 
f ROl 

.:jx R02 

RCL R03 
. 

1 Ro. 

2 Ros 
• Ro6 -• 

R07 
eX ROB 

x LRo. 
• -• 
RIS 
1 
x"-: 
-

KEYS OUTPUT 
DATA/UNITS 

I I 
BST RIS I I ert x 

RIS I I erfc x 

• I I 
• 
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RANDOM NUMBER GENERATOR 

This program calculates uniformly distributed pseudo random numbers Ui in 
the range 

using the following formula: 

The user has to specify the starting value Uo such that 

DISPLAY KEY DISPLAY KEY II- REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 23 R+ Ro Uj 

01. 33 STO 26. 33 STO R, 

02. 00 0 27. 00 0 R. 

03. 84 R/S 28. -03 GTO 03 Ra 

04. 31 f 29. 51 - R. 
05. 83 tr 30. -26 GTO 26 Rs 

06. 34 RCL 31. R. 
07. 00 0 32. R7 

08. 61 + 33. 
-I 

Ra 

09. 05 5 34. H. 

10. 12 -!.L- 35. Roo 
Ro, 11. 41 t 36. 

12. 41 t 37. Ro' I ~ 
R03 13. 43 EEX 38. 

14. 09 9 39. Ro. 

15. 61 + 40. Ros 

16. 43 EE 41. Ro. 
17. ~ 42. R07 

I-
18. ~ - 43. Roa 

19. .Q 44. Ro. 

20. ~ - 45. 

21. ...§. - 46. 

22. ...Q: 47. -
23. ~ 48. 

24. ~ 49. 
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• 

Example: 

The following uniformly distributed pseudo random numbers are generated 
for Uo = 0: .02, .73, .70, .31, .58, .85, .86, .43, .33, .60, .67, .93, .22, .32, 
.45, .50, ..... . 

INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I 
2 Input Uo ". BST u. 

3 Perform 3 for i = 1. 2. 3 .... "j 

4 For a new case, go to 2 



·22 Mean, Standard Deviation, Standard Error for Grouped Data 

. MEAN, STANDARD DEVIATION, 
STANDARD ERROR FOR GROUPED DATA 

Given a set of data points 

with respective frequencies 

the program computes the following statistics: 

~f.x· _ 1 1 

mean x = f 
~i 

standard deviation s = 

Sx 
standard error Sj{ =---

v'~fi 
• 
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DISPLAY KEY DISPLAY KEY 
i ~ LINE REGISTERS 

CODE ENTRY ENTRY LINE CODE 
00. 25. 34 RCL Ro ~fi 

01. 26. 00 0 R, 
02. + 27. 33 STO R2 
03. 10 2S. 83 • R3 
04. x· ~y 29. 00 0 R. 
05. x 30. 34 RCL Rs 
06. 31. 83 • R6 

07. 32. 03 3 R7 
OS. ~ 33. 33 STO Rs 
09. x 34. 83 • R. 

"3 - I-10. 35. 02 2 R.o n. ~fi 

11. 36. 31 f R. , ~f·x· I 0 

12. 37. 33 - R.2 ~(fiX;l2, ~fiX? x 

13. 3S. 84 R/S R.3 ~f"X"2 
I I 

14. 39. 32 9 R •• ~(fiXi2 )2 

15. 34 RCL 40. 33 s R.s ~f.2 x.3 
I I 

16. 83 • 41. 84 R/S R •• 0 
17. 00 0 42. 34 RCL R.7 0 
1S. 02 2 43. 00 0 R.a 0 
19. 51 - 44. 31 f R •• 0 
20. 33 STO 45. 42 Yx 
21. 83 46. 81 • • -• 

22. 00 0 47. -00 GTOOO 
23. 23 Rt 4S. 

24. 
. 

49. -01 GTO 01 

Example: x = 7.92 
x· 1 2 3.4 7 11 23 3.41 

S = 7.52 
f. 1 5 3 4 2 3 1 

Si = 1.77 

INSTRUCTIONS INPUT KEYS OUTPUT DATA/UNITS DATA/UNITS 
1 Enter program I II I 
2 Initialize 9 I Cl'R II STO II a I ~L 

BST or 
I 0.00 

3 Perform 3 for i = 1.2, ... , n X· 0 t 

f· IRIS I • 
I 0 

3' Delete erroneous data Xk, fk Xk 

tk GTO I I 1 II 4 I RIS 

4 Compute x, sand si GTO I I 2 I I 5 II RIS I -x 

RIS I I II I 5 

RIS I I II II I 5. 

5 For a new case, "go to 2 I ::! 



24 Geometric Mean 

ETRIC MEAN 

For a set of n positive numbers {ai, a2, ... , an},the geometric mean is defined 
by 

1 -
G = (al a2 ... an)n. 

DISPLAY KEY DISPLAY KEY 
I~ REGISTERS 

LINE CODE ENTRY ENTRY LINE CODE 
25. 12 yX Ron 

01. 01 1 26. -00 GTOOO . R 1 n aj 

02. 33 STO 27. 33 STO R2 
03. 01 1 28. 81 • R3 -• 

04. 00 0 29. 01 1 R. 
05. 33 STO 30. 34 RCL Rs 
06. 00 0 31. 00 0 R. 
07. 84 R/S 32. 01 +1 R7 

-f 
08. 34 RCL 33. 51 - RB 
09. 01 1 34. 33 STO R. 
10. 71 x 35. 00 0 R.o 
11. 33 STO 36. -07 GTO 07 R. , 

12. 01 1 37. Ru 
13. 34 RCL 38. R.3 
14. 00 0 39. R •• 
15. 01 1 40. R.s 
16. 61 + 41. R •• 
17. 33 STO 42. R.7 
18. 00 0 43. R.B 

-f 
19. -07 GT007 44. . I L R •• 
20. 34 RCL 45. 

21. 01 1 46. 

22. 34 RCL 47. 

23. 00 0 48. 
I I 

24. ljx 49. 13 
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Example: 

The set of numbers{2, 3.4, 3.41, 7,11, 23} has the geometric mean G = 5.87. 

INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

Enter program 

Initialize 0.00 

Perform 3 for i = 1. 2 •... , n a' 
• 
I , 

3' Delete erroneous data ak ak GTO 2 7 

4 Compute the mean G GTO 2 0 RIS G 

5 For a new case, go to 2 



26 Harmonic Mean 

HARMONIC MEAN 

For a set of n positive numbers {aI, a2, ... , an} , the harmonic mean is defined 
by 

H= _______ n=-____ __ 
1 1 1 - + + ... +-

• 

DISPLAY KEY DISPLAY KEY 

tuNE "fCOoE I ~ LINE REGISTERS ENTRY ENTRY CODE 
2S. -00 GTOOO Ron 

0 I ~ 26. 13 l/x . R, L1/aj 

02. 33 STO 27. 33 STO R2 
03." 00 0 2B. 51 - Ra 
04. 33 STO 29. 01 1 R. 
OS. 01 1 30. 34 RCL Rs 
06. 84 R/S I~ 31. 00 0 R. 
07. 13 'Ix 32. 01 1 R7 
OB. 34 RCL 33. 51 - Rs 
09. 01 1 34. 33 STO R. 
10. 61 + 3S. 00 0 R.o 
11. 33 STO 36. -06 GT006 R., 
12. 01 1 37. R.2 
13. 34 RCL 3B. R.a 
14. 00 0 39. R .. 
1S. . 01 1 40. R.s 
16. 61 + 41. R •• 
17. 33 STO 42. R.7 
1B. 00 0 43. R.s 
19. -06 GT006 44. R •• .. 
20. 4S. 34 RCL 

-\ 
21. 46. 00 0 
22. 34 RCL 47. 

01 1 4B. 

24. 81 • 49. -• 



Example: 

The harmonic mean for the set of numbers {2, 
H = 4.40. 

Harmonic Mean 27 

3.4, 3.41, 7, 11, 23} is 
o 

ISTEPi INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program 

~ 2 Initialize BST R/S I 0000 

3 Perform 3 for i = 1, 2, ... , n aj R/S I 0 
I 

3' Delete erroneous data ak ak GTO 2 6 R/S 
Ie -II -I 

4 Compute the mean H GTO I 2 II 0 II R/S I H 

5 For a new case, go, to 2 



28 Generalized Mean 

GENERALIZED EAN 

For a set of n positive numbers {al' a2, ... , an} , the generalized mean is 
defined by 

M(t) = 

where t is any desired number. 

Notes: 

1 n 

-n L: ak
t 

k=l 

1 -
t 

, 

1. If t = 1, the generalized mean M (1) is the same as the arithmetic mean. 

2. If t = -1 , the generalized mean M (-1) is the same as the harmonic mean. 

DISPLAY KEY DISPLAY KEY 
t- LINE REGISTERS 

LINE CODE ENTRY ENTRY CODE 
t- oo. 25. 34 RCL Ra n 

01. 26. 01 1 . R 1 ~ak t 

02. 33 STO 27. 34 RCL R. t 

03. 00 0 28. 00 0 foR a 

04. 33 STO 29. 81 • R. -• 
05. 

oj 
30. 34 RCL Rs 01 1 

06. 84 R/S 31. 02 2 R. 
07. 33 STO 32. 13 '/x R7 
08. 02 2 33. 12 yX R. , 

09. 84 R/S 34. -00 GTOOO R. 
10. 34 RCL 35. 34 RCL R.a 
11. 36. 02 2 • R. , 02 2 
12. 12 yX 37. 12 yX R •• 
13. 34 RCL 38. 33 STO R.a 
14. 01 1 39. 51 - R •• 
15. 61 + 40. 01 1 R.s 
16. 33 STO 41. 34 RCL R •• 
17. 01 1 42. 00 0 R.7 
18. 34 RCL 43. 01 1 R •• 
19. 00 0 44. 51 - R.9 IL 
20. 01 1 45. 33 STO 
21. 61 + 46. 00 0 
22. 33 STO 47. -09 GT009 

-I 
23. 48. 00 0 

-4 
24. 49. -09 GTO 09 
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Example: 

. The set of numbers {2, 3.4, 3.41, 7, 11, 23} has the generalized mean 
M (2) = 11.00. 

e INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program 
..J 

~'r I II 2 Initialize BST RIS I 0.00 

3 Input t t RIS I I I t 
+ 

4 Perfrom 4 for i = 1, 2,., .. , n RIS • aj I 

4' Delete erroneous data a k ak GTO 3 
..J 

5 RIS 

5 Compute mean M(t) GTO I 2 II 5 I RIS M(t) 
Ir , 

6 For a new case, go to 2 IL ..J 



30 Moving Average 

MOVING AVERAGE 

Given a set of numbers {Xl,. X2, X3, •.• }, this program fmds the moving 
averages of order n (n can be 2, 3, ... , or 9) given by the following sequence of 
arithmetic means: 

, , , ... 
n n n 

The numerators are the moving totals of order n. 

Note: 

The program computes the total and the average of the first n numbers. Then 
Xn + 1 is added to and X 1 is removed from the total. A new average is 
computed. Similar procedure goes on until all answers are found. This 
program is written in such a way that the value that needed to be removed is 
stored in register Rn (where n is the order). In the following example, the 
order is 6, hence register R6 contains the value. 

DISPLAY KEY DISPLAY KEY I~ REGISTERS 
LINE CODE ENTRY ENTRY LINE CODE 

25. 03 3 Ro Used 

01. 33 STO 26. 33 STO R 1 Used 
02. 83 • 27. 04 4 R2 Used 

03. 06 6 28. 34 RCL R3 Used 

04. 34 RCL 29. 02 2 R. Used 
05. 08 8 30. 33 STO R5 Used 
06. 33 STO 31. 03 3 R. Used 
07. 09 9 32. 34 RCL R7 Used 

08. 34 RCL 33. 01 1 R. Used 

09. 07 7 34. 33 STO Rg Used 

10. 35. 02 2 R.o Used 
11. 36. 34 RCL R. , Used 
12. 37. 00 0 R.2 Used 
13. 38. 33 STO R.3 Used 
14, ~ 39. 01 1 R •• Used 
1 40. 34 RCL R.5 Used 

41. 83 • R •• Used 
17. ~.!2. 42. 06 6 R.7 0 
18. ~ -I 

43. 33 STO R •• 0 
19. 44. 00 0 R.g 0 
20. 45. 1 1 :E+ 
21. 46. -00 GTO 00 
22. .J-illL 47. 

23. 48. 

24. 49. 
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Example: 

For the following set of data {lOS, 121, 124,97,86,134,105,81,127,132, 
114, 121}, the moving averages of order 6 are 111.17, 111.17, 104.50, 
105.00,110.83,115.50,113.33. 

The moving totals of order 6 are 667.00, 667.00, 627.00, 630.00, 665.00, 
693.00,680.00. 

I STEP I INSTRUCTKlNS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program 
. 

~ 2 Initialize 0.00 

3 Perform 3 for i = 1,2, ... , n RIS • xi I 

4 Compute the moving average 

of order n f - I I I x average 

5 (optional) Compute the moving I 
total of order n RCL L+ I I I total 

6 I nput next val ue Xk -B.lS. I n+l 

7 Remove one old value ..!!£b. I 
I II n" -IL L- II I n 

8 Goto4 J II I 
9 For a new case, go to 2 I II II I 

... 

I II II I 
* n can be one of the values I II II I 

2,3, ... ,9. 
,r 0 



32 Covariance and Correlation Coefficient 

COVARIANCE AND CORRELATION COEFFICIENT 

For a set of given data points {(Xi. yD, i = 1,2, ... , n}, the covariance and the 
correlation coefficent are defmed as: 

• 1 
covanance Sx y =---:-

n-l n 

s 
correlation coefficient r = xy 

SxSy 

where Sx and Sy are standard deviations 

Note: 

-l~r~l 

s = x 

s = y 

~x/ - (~Xi? In 
n-l 

~Yi2 - (~Yi)2 In 
n-l 



Covariance and Correlation Coefficient 33 

DISPLAY KEY DISPLAY KEY 
~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. .... 25. 51 .- Ro . 

26. R, 01. 32 81 • 9 -• 
02. 44 CL'R 27. 81 • R2 -• 

03. 84 R/S 2S. -00 GTO 00 R. 
04. 31 f 29. R. 
05. 21 L.R. 30. Rs 
06. 41 

--t 
31. R. 

07. 32 9 32. R7 
OS. 33 s 33. R. 
09. 81 • 34. R. -• 

10. 81 • 35. R.o n -• 

11. 84 R/S 36. Ro, ~Xi 
12. 41 t 37. R02 ~Xi2 • 

13. 41 t 3S. Ro' ~Yi 
14. 32 ~ 39. Ro. ~Yi2 

Ros ~XiYi 15. 33 s 40. 

16. 71 x 41. Ro.O 
17. 71 H 

42. R070 x 

1S. 84 R/S 43. Ro.O 
19. 34 RCL 44. Ro.O 
20. 83 • 45. 

21. 00 0 46. 

22. 41 47. 

23. 41 t 4S. 

24. 01 1 49. 

Example: 
r = -.96 

Yi 92 85 78 81 54 51 40 Sxy = -354.14 

26 30 44 50 62 68 74 sx/ = -303.55 

ISTEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program 
-- - - - ----------_._----- ------ I -

2' Initialize BST RIS 0.00 

3 Perform 3 for i = 1, 2, ... , n Yi ...,I 
-_. -- -- , 

X· ~+ I • , I 

t7 Delete erroneous data xk, Yk Yk I L ..J .. . -,-

xk f 
- I ~- II 

-

4 Compute correlation coefficient I II .. . 

r R/S I II r 
-" -- . . . 

5 Compute covariance Sxy RIS I II Sxy . . 

(optional) Compute Sxy 
, 

RIS I II II I , 
Sxy 

6 For a new case, go to 2 I II II I . -

• I II I . ------ - . ---
*Note: If sums are already II I -,- -

in proper registers, II I 'e 

ISkiP steps 2, 3 and 3'. • I II II I 
I 



34 Moments, Skewness and Kurtosis 

MOMENTS, SKEWNESS AND KURTOSIS 

This program computes the following statistics for a set of given data {Xl, X2, 

"" Xn}: 

1st moment 

2nd moment 

3rd moment 

4th moment 

1 n 

X = n ~Xi 
i= 1 

moment coefficient of skewness 

11 = 

moment coefficient of kurtosis 

12 =--

Reference: 

M, R. Spiegel, Theory and Problems of Statistics, Schaum's Outline, 
McGraw-Hill, 1961. 
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DISPLAY KEY DISPLAY KEY 
REGISTERS 

LINE CODE ENTRY ENTRY LINE CODE . 

25. 04 4 Ro -x 

01. 71 x 26. 71 x R 1 n 

02. 03 3 27. 51 - R2 m2 
03. 71 x 2S. 34 RCL Ra m3 
04. 51 - 29. 83 • R. m. 
05. 34 RCL 30. 04 4 Rs 

06. 01 1 31. 34 RCL R. 

07. 81 • 32. 00 0 R7 -• 

OS. 34 RCL 33. 32 9 R. 

09. 00 0 34. 42 x2 R. 

10. 35. 71 x !-R.o n 
Lx;2 11. 36. 06 6 R" 

12. 37. 71 x R'2 LX·' 
-i I 

38. 61 + -i 
R.a LX; 

It 
Lx;2 + 39. 34 RCL R •• 

40. 01 1 R.s Lx;3 

41. 81 • R •• 0 -• 

17. • 42. 34 RCL R'7 0 

~ 43. 00 0 R •• 0 
44. 04 4 R •• 0 
45. 12 yX 

21. ~ 46. 03 3 

22. • 47. 71 x 
23. f2 4S. 51 -
24. x 49. -00 GTO 00 



36 Moments, Skewness and Kurtosis 

Example: 
• 
1 

X· I 

1 2 

2.1 3.5 

3 4 5 

4.2 6.5 4.1 

x = 4.21, m2 = 1.39, m3 = .39, m4 = 5.49 

11 = .24,12 = 2.84 

r;,; INSTRUCTIONS INPUT 
DATA/UNITS 

1 Enter program 

2 Initialize 9 

3 Perform 3 for i = " 2 •... , n Xi t 

3' Delete erroneous data Xk Xk t 
, . -- ~ , . . . . 

l:-

4 Compute the mean x f 

0 

5 Compute 2nd moment rn2 RCL 

• 
. 

• -• 

-
6 Compute 3rd moment m3 RCL 

. . --- ------" .' --"-,.-

0 

RIS 

7 Compute 4th moment m4 RIS 

a (optional) Compute 11,1'2 [ RCL 

1 

• -• 

RCL 

9 

9 For a new case, go to 2 

6 7 8 9 

3.6 5.3 3.7 4.9 

KEYS OUTPUT 
DATA/UNITS 

=; 

I CL'R BST 
=: 

0.00 

I t I l:+ • 
X I 

t 
-' 

X f ...I 

I 
I - x-;t.y STO x 

I -x 

I • 1 RCL 

I 0 STO 1 

I x;;:"y II 9 I I x' I 
...II STO II 2 I I I m, 

I 
• 

I I 5 I RCL 

I RCL II • I 1 

STO I 3 m, 

STO I 4 m. 

3 I RCL 2 

• I 5 7 
I I 1'1 

4 I RCL I 2 

x' I • I - 1', • 

I " ::'l 
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STANDARD ERRORS FOR LINEAR REGRESSION 

Suppose y = ao + at x is the least squares fit to a set of data points {(xj, Yi), 
i = 1,2, ... , n} and y is the estimated value on the line for a given x value. 

The program computes: 

1. Standard error of estimate (of Y on x) 

--
~Y/ - ao ~Yi - at ~XiYi 

n-2 

2. Standard error of the regression coefficient ao 

n -

3. Standard error of the regression coefficient at 

n 

Note: 

n is a positive integer and n =1= 1 or 2. 

Reference: 

Draper and Smith, Applied Regression Analysis, John Wiley and Sons, 1966. 



38 Standard Errors For Linear Regression 

DISPLAY KEY DISPLAY - KEY 
I~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 32 9 Ro ao 
01. 26. 42 x2 R, at 
02. 51 - 27. 34 RCL R2 
03. 34 RCL 2B. 83 • R3 
04. 83 • 29. 00 0 R. 
05. 05 5 30. 81 • R5 -• 
06. 34 RCL 31. 51 - R. 
07. 01 1 32. 31 f R7 
OB. 71 x 33. 42 v'X R. 
09. 51 

-l 34. 81 • R. -- • 

10. 34 RCL -l 35. 34 RCL R.o n 

11. 83 • 36. 83 • R., ~Xi 

12. 00 0 37. 02 2 R.2 ~Xi2 

13. 02 2 3B. 34 RCL R.3 ~Yi . 

14. 51 - 39. 83 • R •• ~Yi2 

15. 81 • 40. 00 0 R.5 ~XiYi -• 

16. 31 f 41. 81 • R •• 0 -• 

17. 42 yx 42. 31 f R.7 0 
lB. 84 R/S 43. 42 v'X R •• 0 
19. 34 RCL 44. 22 x-:t-y R •• 

L 
0 

20. 83 • 45. 71 x 
21. 02 2 46. 84 R/S 
22. 34 RCL 47. 31 f 

83 • 4B. 34 LAST X 
24. 01 1 49. -00 GTO 00 
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Example: 

Yi 

X· 1 

92 

26 

85 

30 

ao = 121.04 
al = -1.03 

78 81 54 51 

44 50 62 68 

Regression line is Y = 121.04 - 1.03x 

. Sy.x = 6.34 
So = 7.47 
SI = .14 

STEPI INSTRUCTIONS INPUT 
DATA/UNITS 

1 Enter program 
---,-.,- ---

2' Initialize 9 I 

3 Perform 3 for i = 1, 2 •... , n y, 

x, ~+ I 
3' Delete erroneous data Xk. Yk Yk t 

JL 

xk f 

4 Compute 80, a1 f 
. . .. 

IL x~Y 

5 Compute standard errors RCL 

0 II 
BST II 

I RIS II . ---- --- .---~, 

I RIS II 
6 For a new case, go to 2 I 

I 
*Note: If sums are already in J~ 
proper registers, skip steps 2, 3 

and 3'. 

40 

74 

KEYS OUTPUT 
DATA/UNITS 

CL'R 0.00 

Ir • 
I 

..JL 

~-
;;: 

L. R. STO IL 0 ao 

STO 1 
!L 

a, 

• 4 RCL 

RCL II • I 3 

RIS II I Sy·x 

II IL ..J 
So 

II II " , 

II I 
II I 
II I 
I I 

I 



40 Partial Correlation Coefficients 

PARTIAL CORRELATION COEFFICIENTS 

The partial correlation coefficient measures the relationship between any two 
of the variables when all others are kept constant. 

For the case of 3 variables, the partial correlation coefficient between Xl and 
X2 keeping X3 constant is 

where rO denotes the correlation coefficient of Xi and Xj. 

Similarly, for the case of 4 variables, the partial correlation coefficient 
between Xl and X2 keeping X3 and X4 constant is 

• 

Any partial correlation coefficient can be computed by means of these 
formulas (using this program) if correlation coefficients r12, r13, r23, ... are 

• given. 

Note: 

This program finds r 13 _ 2, r23 -1 by similar formulas. 

Reference: 

S. Wilks, Mathematical Statistics, John Wiley and Sons, 1962. 
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DISPLAY KEY DISPLAY KEY 
I~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 51 - Ro Tt21 T13, T23 

01. 26. 22 x-.:t.y R1 fI3, T23, Tt2 

02. 02 2 27. 81 • R2 T23, TI2, T13 -• 

03. 32 28. 84 R/S R3 

x2 -\ 
04. 42 29. 34 RCL R. 

05. 01 1 30. 01 1 Rs 

06. 51 - 31. 34 RCL R. 

07. 22 x~\ 32. 02 2 R7 

08. 33 STO 33. 34 RCL R. 

09. 01 1 34. 00 0 Rg 

10. 32 WL2 35. -01 GTO 01 R.o 

11. 42 36. R., x 
-t 

R. 2 12. 01 1 37. 

13. 51 - 38. R.3 

14. 71 x 39. R •• 

~ 31 f 40. R.s 

42 ~x 41. R •• 

17. 22 ~ 42. R.7 

18. 33 ~..9 43. 
-t 

R •• 

~ 19. 44. R.g 

20. ~ ~L 45 . 

21. .Q 46. 

22. ~ ~L 47 . 

23. ..2. 48. 

24. .L?i. 49 . 

Example: 

Suppose f12=-0.96, f13=-0.l, f23=0.l2,then the paftial correlation 
coefficients afe 

f12'3 = -.96 
f13' 2 = .05 
f2.3' 1 = .09. 

STEP INSTRUCTIONS 

1 Enter program 
. . 

2 Input data and compute 

correlation coefficients 

3 For a new case, go to 2 

INPUT 
DATA/UNITS 

I 
I 

'll I t 

'13 I t 

'23 BST 

RIS 

RIS 

KEYS OUTPUT 
DATA/UNITS 

I I II II I 
II II II I 
I I II II I 
II II II I 
I RIS II II I rll °3 

I I I II I rI3 °2 

I I I II I rz 3·1 

I II II I 



42 Standardized Scores 

STANDARDIZED SCORES 

Given a set of data {Xl, X2, ... , Xn} , this program finds {Y I, Y 2, ... , Y n} such 
that 

-Xj - X 
Yj=---

s 

for i = 1, 2, ... , n 

where x and s are sample mean and standard deviation of {Xl, X2, .," Xn} . 
{ Y I, Y2, .. " Y n} has mean zero and its standard deviation is 1. 

This program can also transform y/s to Zj'S such that{zb Z2, ... ,zn}has mean 
/1 and standard deviation a (/1 and a are given), 

• 

Zj = ayj + /1 

for i = 1, 2, ... , n 

DISPLAY 
. 

DISPLAY KEY KEY 
REGISTERS 

LINE CODE ENTRY LINE CODE ENTRY 

00. 25. Ro /l 

26. R, a 

02 2 27. R2 x 

51 - 2B. R3 s 

04. 34 RCL 29. R. 

05. 03 3 30. Rs 

06. 81 • 31. R6 -• --
07. 84 RIS 32. R7 

OB. 34 RCL 33. Rs 

09. 01 1 34. R. 
10. 71 x 35. R.o n 

11. 34 RCL 36. R., ~x' I 

12. 00 0 37. R'2 ~x' I 
13. 61 + 3B. R03 Used 

I ~ 
14. -00 GTOOO 39. ~Ro. Used 

Il-
lS. 31 f 40. Ros Used 

II-
41. 16. 33 - Ro• 0 x 

I-
17. 42. 33 STO R07 0 
lB. 02 2 43. Ros 0 

I ~ 
19. -WL 44. Ro• 0 32 
20. 33 s 45. 

II-
21. 46. 33 STO + I I-
22. 03 3 47. 

23. I I-
4B. -00 GTOOO 

II-
24. 49. 



Example: 

f.1 = 75, a = 10, s = 10.54 

• 
1 1 2 3 4 5 6 7 

57 62 73 48 78 54 59 

Yi -.80 -.33 .72 -1.66 1.19 -1.09 -.61 

Standardized Scores 43 

8 

75 

.91 

9 10 

67 81 

.15 1.48 

11 

66 

.05 

Zi 66.98 71.72 82.16 58.44 86.90 64.13 68.88 84.06 76.47 89.75 75.52 

I STEPI INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I 
... .. 

2 Initialize 9 '1 CL'R II II I 0.00 

3 Input,u., a if zi'S are desired Il STO I 0 II II I 
a STO 1 r , 

4 Perform 4 for i = 1, 2, ... , n Xi 1:+ • 
I 

4' Delete erroneous data xk xk f 1:-
, 

5 Compute and store X, S GTO 1 5 RIS s 

6 Perform "6 for i = 1, 2, ... , n X· , SST RIS Vi 

(optional) Compute zi RIS zi 

7 For a new case, go to 2 

• 



44 Normal Distribution 

NORMAL DISTRIBUTION 

The density function for a standard normal variable is 

The upper tail area is 

Q(x) =_1 _ 

y'21T 

00 p 
-e 2 dt. 

f(x) 

o x 

For x;;;. 0, polynomial approximation is used to compute Q(x): 

where iE(x)1 < 7.5 x 10-8 

1 
t= ,r=0.2316419 

1 + rx 

Note: 

b1 = .31938153, b2 = -.356563782 

b3 = 1.781477937, b4 = -1.821255978 

bs = 1.330274429 

The program only works for x ;;;. 0. Equations f( -x) = f(x), Q( -x) = 1-Q(x), 
where x ;;;. 0, can be used to find f and Q for negative numbers. 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 



DISPLAY KEY 
LINE CODE ENTRY 

00. 

01. x 

02. 02 2 
03. 81 • -• 

04. 42 CHS 

OS. 32 9 

OS. 22 eX 

07. 31 f 

08. 83 1T 

09. 02 2 
10. 71 x 
11. 31 f 

12. 42 -.Xx 
13. 81 • -• 
14. 33 STO 
1S. 07 7 
1S. 84 R/S 
17. 34 RCL 
18. 00 0 
19. 34 RCL 
20. 06 6 
21. 71 x 
22. 01 1 
23. 61 + 
24. 13 '/x 

Examples: 

1. x=1.18 
f(x) = .20 
Q(x)=.12 

STEP INSTRUCTIONS 

1 Enter program 

2 Store constants 

~ 

-

------

- ~-~---

--_.-

-

~--.,.--

3 Input x and compute f(x) 

4 Compute O(x) 

5 For a new case, go to 3 

DISPLAY KEY 

LINE CODE ENTRY 

2S. 41 t 

2S. 41 t 
27. 41 t 
28. 34 RCL 

29. 05 5 

30. 71 x 

31. 34 RCL 

32. 04 4 

33. 61 + 
34. 71 x 

3S. 34 RCL 

3S. 03 3 
37. 61 + 
38. 71 x 

39. 34 RCL 

40. 02 2 
41. 61 + 
42. 71 x 

43. 34 RCL 

44. 01 1 
4S. 61 + 
4S. 71 x 
47. 34 RCL 
48. 07 7 
49. 71 x 

2. x = 2.28 
f(x) = .03 
Q(x) = .01 

INPUT 
DATA/UNITS 

I 
r I STO 

b, I STO 

bz I STO 

b, I STO 
. 

b4 I STO 

b, I STO 

X I t 

I RIS 

I 

I 
I 
I 
I 

II 

Normal Distribution 45 

REGISTERS 

R 0 r 
. R,b, 

R2 b2 
I~ 

R3 b3 
I ~ 

R. b4 

R 5 bs 

R. x 

R 7 fIx) 

Re 

R. 

R.o 
R. , 

R.2 
R.3 

~R •• 
R.5 

R •• 

~.7 
"R.e 
R •• 

KEYS OUTPUT 
DATA/UNITS 

I II I 
0 I I I I 
1 I II I . 

2 I II I 
3 I II 
4 I II 
5 I BST II 

STO I 6 II RIS f(x) 

I II O(x) 

II II I 



46 Inverse Normal Integral 

INVERSE NORMAL INTEGRAL 

This program determines the value of x such that 

Q= 
x 

t 2 

00 --:-

e 2 
-;:;;::.=- d t 
v2rr 

where Q is given and 0 < Q ~ 0.5. 

The following rational approximation is used: 

Co + Cl t + C2 t 2 

x = t - -------- + e(Q) 
1 + d 1 t + d2 t 2 + d3 e 

where le(Q)1 < 4.5 x 10-4 

t= In 1 
Q2 

Co = 2.515517 d1 = 1.432788 

Cl = 0.802853 d2 = 0.189269 

C2 = 0.010328 d3 = 0.001308 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 



DISPLAY KEY 
I~ 

ENTRY LINE CODE 

00. - 41 t 01. 

02. 71 x 

03. 13 ' , /x 

04. 31 f 

05. 22 In 

06. 31 f 

07. 42 ~x 
08. 33 
09. 06 
10. 41 
11. 41 
12. 

13. .M. 
14. 05 
15. 71 
16. 34 
17. 04 
18. 61 
19. 7 
20. 34 
21. 03 
22. 61 
23. 71 
24. 01 

Examples: 

1. Q=0.12 
x = 1.18 

2. Q = 0.05 
x = 1.65 

STO 

6 
i 

t 

5 
x 

RCL 

4 
+ 

x 

RCL 

3 
+ 

x 

1 

STEP INSTRUCTIONS 

1 Enter program 

2 Store constants 

3 Input Q 

4 Fat a new case, go to 3 

• 

- .. 

Inverse Normal Integral 47 

DISPLAY KEY 
REGISTERS ENTRY LINE CODE 

25. 61 + Ro Co 

26. 33 STO R, c, 

27. 07 7 R 2 C2 

28. 44 CLX R 3 d, 

29. 34 RCL R. d2 
· 

30. 02 2 R 5 d3 

31. 71 x R 6 t 
32. 34 RCL R 7 1+d, t+d2 t

2 +d3 l' 
33. 01 1 Rs 
34. 61 + R. 
35. 71 x Roo 
36. 34 RCL Ro, 

37. 00 0 Roo 

38. 61 + R03 
39. 34 RCL Ro. 
40. 07 7 R05 
41. 81 • Ro6 -• 
42. 51 - R07 
43. -00 GTO 00 Ros 
44. LRo. 
45. 

46. 

47. 

48. 

49. 

INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

I \I II I I ---
Co 

J 
STO I 0 II I I 

C, I STO I 1 I I I 
C, STO 2 II -
d, STO 3 

d, STO 4 
J 

d, STO 5 BST I 
Q R/S I x 

I 



48 Chi-Square Density Function 

CHI-SQUARE DENSITY FUNCTION 

This program evaluates the chi-square density function 

v 
-1 

X2 
f(x)=----

v x 
-

22 r v e 2 
2 

where x;> 0 and v is the degrees 
of freedom. 

Notes: 

f(x) 

o x 

1. The program requires that v < 141. If v> 141 and v is even, then the 
display shows all 9's for r(vj2); if v> 141 and v is odd, no warnings are 
given, but the answers are incorrect. 

2. If both x and v are large, f(x) may overflow the machine. 

3. If v is even, 

If v is odd, 

4. r 1 =y'1T 
2 

r v 
2 

= v_I ! 
2 

v 1 
2 - 2 .. , 2 r 1 

2 
• 

5. f(x) may be used as an input for Chi-Square Distribution program to 
find the cumulative distribution. In that case, record f(x) to as many 
digits as possible for reentry. 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 



DISPLAY KEY DISPLAY 

LINE CODE ENTRY I-
LINE CODE 

00. 

01. 

02. 02 2 
; 

03. 81 • I" -• 

04. 01 1 

05. 51 -
06. 33 STO 
07. 00 0 

; 

OB. 84 R/S 

09. 83 • 

10. 05 5 

11. 32 
; 

9 

12. -20 x=y 20 

13. 23 Rj, 

14. 33 STO 

15. 71 x 

16. 01 1 

17. 01 1 

1B. 51 -
19. -09 GTO 09 

20. 34 RCL 
21. 01 1 

22. 71 x 
23. 31 f 

II" 

24. 83 rr 

Examples: 
1. v = 20, 

r ; = 362880.00 

[(9.591) = .02 

25. 

26. 

27. 

2B. 

29. 

30. 

31. 

32. 

33. 

34. 

35. 

36. 

37. 

3B. 

39. 

40. 

41. 

42. 

43. 

44. 

45. 

46. 

47. 

4B. 

49. 

(press ITJ 1 SCI I @] to see 
1.527751934-02) 

+ 

INPUT 

31 

42 

71 

84 

33 

02 

34 

00 
12 

22 

81 

02 

34 

00 

01 

61 

12 

81 

34 

02 

02 

81 

32 

22 

81 

STEP INSTRUCTIONS DATA/UNITS 

1 Enter program 

2 Initialize 1 
-

3 Input v v 
.-~ -------------

4 If v is even, go to 6 
-

5 Compute r(vI2) for odd v 
-_ .. -" --- -"----------- --

Go to 7 
------- '" ~ - - -"-" -------- ._-- . -

6 Compute r(vI2) for even v 
-~--'"-

---- ----
7 Input x and compute f(x) x 

-~.~ . . 

8 For a new case, go to 2 

I 

I 

Chi-Square Density Function 49 

KEY 
ENTRY REGISTERS 

f Ro(v/2) -1 

Vx . R 1 Used 

x R2 x 

R/S R. 

STO R. 

2 Rs 

RCL R. 

0 I"R 
7 

yX R. 
x-;;:"y Rg 

Roo • -• 
2 ROl 

RCL 
; 

R02 
. 

0 Ro. 

1 Ro. 

+ Ros 
yX Ro. 
• R07 -• 

RCL Ro. 

2 
; 

Rog 

2 
• -• 
9 
eX 
• -• 

2. v = 3 

I 
STO I 
RIS I 

RIS 

f 

9 I 
RIS I 

II 

r v = .89 
2 • 

[(7.82) = .02 

(press ITJ 1 SCI I @] to see 
2.235743714-02) 

KEYS OUTPUT 
DATA/UNITS 

II =u===v 

1 II BST 1.00 
, 

II (v121-1 

II 
r(vI2) 

nl GTO I 2 
-

I r(vI2) 

I I fIx) 
--

II II I 

, 



50 Chi-Square Distribution 

CHI-SQUARE DISTRIBUTION 

Given x, v and f(x), this program uses a series approximation to evaluate the 
chi-square cumulative distribution 

x 

P(x) = f(t) dt 
o 

00 

2x 
= - f(x) 1+ L: 

v (v+2)(v+4) ... (v+2k) 
k=1 

where x ;;;;. 0 
v is the degrees of freedom, and density function 

v 
-1 

f(x) = 
x 2 

• v x 

22 r v 
2 

e 2 

f(x) 

o x 

The program computes successive partial sums of the series. When two 
consecutive partial sums are equal, the value is used as the sum of the series. 

Note: 

f(x) may be computed using Chi-square Density Function program. 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 



DISPLAY KEY DISPLAY 

LINE CODE ENTRY LINE 

25. 

01. 33 STO 26. 

02. 02 2 27. 

03. 84 RIS 28. 

33 STO 
t-

04. 29. 

05. 00 0 30. 
-I 

06. 81 • 31. -• 

07. 02 2 32. 

08. 71 x 33. 
-I 

09. 71 x 34. 
-I 

35. 10. 33 STO 

11. 01 1 36. 

12. 01 1 37. 

13. 33 STO 38. 

14. 03 3 39. 
, 

15. 34 RCL 40. 

16. 02 2 41. 
~ 

42. 17. 34 RCL 

18. 00 0 43. 

19. 
+ 

02 2 44. 

20. 61 + 45. 
It 

21. 33 STO 46. 
It 

22. 00 0 47. 
23. 81 • 48. -• 
24. 34 RCL 49. 

Examples: 

1. f(x) = 1.527751934 X 10-2 

x=9.591 

v= 20 

P(x) = .03 

CODE 

03 

71 

33 

03 

61 

32 

-33 

-15 

34 

01 

71 

-00 

Chi-Square Distribution 51 

KEY 
REGISTERS ENTRY 

3 Rov 

x R 1 2xf(x)/v 

STO R 2 x 

3 R 3 Used 

+ R. 

9 R5 

x~y 33 R6 

GTO 15 R7 

RCL Rs 

1 R. 

x R.o 

GTO 00 R. , 
-I 

R. 2 

R.3 

R •• 

R.5 

R.6 

R.7 
R.s + -l 
R •• 

Note: For f(x), see Chi-square Density Function program. 

2. f(x) = 2.235743714 X 10-2 

x = 7.82 

v=3 

P(x) = .95 

INPUT STEP INSTRUCTIONS 
DATA/UNITS 

--t-
1 Enter program 

2 Input fix), x and v fix) 
---

x 
---_.-. --

v 
------ . 

3 For a new case, go to 2 

KEYS OUTPUT 
DATA/UNITS 

I I I I I 
I t .II I I 
I BST II R/S I I x 

I R/S I I I I PIx) 

I I I I II I 



52 F Distribution 

F DISTRIBUTION 

This program evaluates the integral of the F distribution 

v, 

Vi + V2 
v, 

-1 2 
Vi r y2 

'00 

2 V2 
Q(x) = dy 

v, +v, 

r 
Vi 

r 
V2 

1+ 
Vi 2 

Y 2 2 V2 

for given values of x (> 0), degrees of freedoms Vi , V2 , provided either Vi or 
• 

V2 IS even. 

o x 

The integral is evaluated by means of the following series: 

1. Vi even 

v, 

Q(x) = t 2 
V2 

1 + 2 (1 - t) + ... 

v,-2 
2 



2. V2 even 

Q(x) = 1 - (1 - t) 2 
VI 

1 + t + ... 
2 

VI(V I +2) ... (V2 +VI -4) 
+ t 

2 0 4 ... (V2- 2) 

V2 
where t = ---- . 

Note: 

F Distribution 53 

If both VI, V2 are even, the two formulas would generate identical answers. 
> 

Using the smaller of VI, V2 could save computation time. For example, if 
VI = 10, V 2 = 20, then classify the problem as VI is even to obtain the answer. 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 

DISPLAY KEY DISPLAY KEY I~ REGISTERS 
LINE CODE ENTRY ENTRY LINE CODE 

-i 
25. 34 RCL Rot 1-t 

01. 61 + 
-l 

26. 00 0 R 1 v, 
02. 81 • 27. 71 R2 v - X • 

-l 
R3 t",/2 03. 33 STO 

-l 
28. 34 RCL 

04. 
-1. 

00 0 -l 
29. 04 4 R. 0 2 ... 

05. 34 RCL -l 
30. 02 2 R 5 Used 

a 06. 2 -l 
31. 61 + R. 

~ -W-07. 32. 33 STO R7 

08. 1 • 33. 04 4 R. -• -l 
09. 12 "x 34. 34 RCL R. 

10. ~ 35. 01 1 R.o 
11. 03 3 36. 32 9 -l 

R. , 

12. 01 1 
-l 

37. -44 x=y 44 
-l 

R.2 

13. 34 RCL 
-l 

38. 23 Rt R.3 

14. 00 0 39. 81 • R •• -
I • 

15. 51 - 40. 33 STO R.5 

16. 33 STO 41. 61 + R •• 

17. 00 0 42. 05 5 R.7 
18. 01 1 43. -19 GT019 R •• 

19. 34 RCL 44. 34 RCL R •• 

20. 02 2 45. 05 5 

21. 34 RCL 46. 34 RCL 

22. 04 4 47. 03 3 

23. 61 + 48. 71 x 

24. 71 x 49. -00 GTO 00 



54 F Distribution 

Examples: 

1. VI = 7, V2 = 6 

Q (4.21) = .05 

2. VI = 4, V2 = 20 

Q (2.25) = .10 

STEP INSTRUCTIONS INPUT 
KEYS OUTPUT 

DATA/UNITS DATA/UNITS 

1 Enter program I II I I - '" - - -_.--,.- .- --~--
2 Initialize a I STO II 4 I I -.. -~ -------- --- - ---~--

1 I STO I I 5 I SST I 1.00 
, 

- ~------ --- --'" ,- - -- ---

3 If V2 is even, go to 5 I I I I I -------- ----,~-

4 Input VI. v'2 and x v, I STO I I 1 I I -------, ---,._--- -- - - -------- -- - ----- -
v, I STO I I 2 f 

---- ---- -.----~- --

x I RCL I I 1 x I RCL 
- -- --~,-----~ 

I 2 I I RIS I Q(x) 
-- ----_ ... _--

5 Vl even v, I STO I I 1 I I - -,--
v, I STO II 2 II II I , 

x I l/x II RCL II 1 II x I 
I RCL I I 2 II RIS II I 1 - Q(x) 

- -

I 1 II x-;t.y II - II I Q(x) 

6 For a new case, go to 2 I II II II I 



t Distribution 55 

t DISTRIBUTION 

This program evaluates the integral for t distribution 

v+l 
--::--

2 2 v+l 1 + y x r 
I(x, v) = 

2 v 
V \ 

v'1TVr 
2 

-x 

where x> 0, 
v is the degrees of freedom. 

Formulas used are: 

1. v even 

I(x, v) = sin (j 

-x 

1 + 1 
2 

o x 

cos2 (j + 1 • 3 4 (j -- cos + ... 
2'4 

1 . 3 . 5 ... (v - 3) v-2 (j + cos 
2 • 4 • 6 ... (v - 2) . 

dy 



56 t Distribution 
• 

2 v odd 

2() 
ifv=l 

I(x, v) = 
2() 2 1 + 2 cos () sin () cos2 

() + ... + . 

3 1( 1( 

+ 2 . 4 ... (v -3) cosv-3 () 

1 . 3 ... (v - 2) 
ifv> 1 

where () = tan- 1 x 

Reference: 

Abramowitz and Stegun, Handbook of Mathematical Functions, National 
Bureau of Standards, 1968. 

I I 
DISPLAY KEY DISPLAY KEY I I REGISTERS CODE ENTRY ENTRY LINE LINE CODE 

~ 00. 2S. 61 + Ro 1 + (cos2 ())/2 + ... 
01. 31 f 2S. 33 STO . R 1. v 

02. 42 ~ 27. 03 3 R 2 COS2 () 

03. 81 • 28. 34 RCL R 30 2 4 ... or 1 -• 3 5 ... 
04. 32 ~ 29. 01 1 R.() 
OS. 14 tan- 1 30. 32 9 R. 
OS. 33 STO 31. -41 x=y 41 R6 
07. 04 4 32. 23 R-/. R7 
08. 31 f 33. 81 • R • -• 

09. 13 cos 34. 34 RCL R. _. 

10. 32 Wi 3S. 02 2 Roo 
11. 42 x2 3S. 71 x I fR 01 
12. 33 STO 37. 33 STO I fR o2 
13. 02 2 38. 61 + I fR o3 
14. 01 1 

I~ 
39. 00 0 I fRo. 

lS. 33 STO 40. -17 GT017 I fRo. 
lS. 00 

I~ 
41. 34 RCL Ro6 

17. .li I~ 
42. 00 0 R07 

3 -+ I~ 
43. 34 RCL Ro. 

)1 
I ~ 

44. 04 4 Ro• 
31 + I ~ 

4S. 31 f 

71 21. 46. 12 • 
SIn 

I~ 
22. 47. 71 x 
23. 

I I 
48. -00 GTO 00 

24. 49. 



t Distribution 57 

Examples: 

1. 1(2.201, 11) = .95 

2. 1(2.75,30) = .99 

STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I II II II I -- ----~-

2 Put machine in RAD mode I I I I RAD I BST 

" I - --
3 If v is odd, go to 4! 1 II I II I -----"---- .--- ---

4 v is even 0 STO II 3 I 11 -
x t I 

- ---------------

v STO I 1 RIS 
J~ 

I (x, v) 
- -------

I 4' " 3 II v = I, 90 to 4 1 STO 
----- .-

--_._._--

x t I -,,- -
v STO I 1 I I ..;x 

--- ---

I II II II I • 9 tan- 1 STO • 
--- ----. --~ 

I 4 I I GTO II 0 II 8 I 
~----- - ---

I RIS II II I I 
---------- - - -- -._---- -

I RCL II 4 II I I cos 

I x RCL I 4 + 

I 2 x I I " 
I • I I I (x, v) -• 

-- -
4" v = 1 x I 9 tan-I I 2 I x I ----

I I I • I I I (x, 1) " • 

5 For a new case, go to 3 I I I I 



58 Bivariate Normal Distribution 

BIVARIATE NORMAL DISTRIBUTION 

This program evaluates the joint probability density function 

f(x, y) = 1 e-P(x,y) 

2n 01 0 2 Vl_p2 

where 

Notes: 

1. 01 * 0, 02 * 0 

2. The program requires that p2 < 1. 

DISPLAY KEY DISPLAY KEY 
I~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 2S. 51 - Rolli 
01. 26. 34 RCL - R 1 01 

02. 42 --;(2 27. 05 5 R 2 112 

03. 22 x: :Y 28. 02 2 R 3 a2 

04. 34 RCL 29. 71 x R 4 P 
OS. 00 0 30. 81 • R s 1 _ p2 -• 

06. 51 - 31. 42 CHS R. (x-Iltl/al 
07. 34 RCL 32. 32 9 R 7 (Y-1l2 )/a2 

08. 01 1 33. 22 eX R. 
09. 81 • 34. 34 RCL R. -• 
10. 33 STO 3S. 05 5 R.o 
11. 06 6 36. 31 f R" 

I~ 
12. 32 37. 42 Vi R'2 9 

I~ + 13. 42 x2 38. 34 R'3 RCL 
I~ 

61 39. 01 1 R'4 14. + 
I~ 

34 RCL 40. 71 R.s 1S. x 
I~ ~ 

06 41. 16. 6 34 RCL R •• 
II-17. 34 RCL 42. 03 3 R'7 

18. 07 7 43. 71 x R •• 
I~ I-

71 44. 19. x 02 2 R •• 

20. 34 RCL 4S. 71 x 
21. 04 4 46. 31 f 

22. 71 x 47. 83 11' . 

23. 02 2 48. 71 x 
II-24. 71 49. 81 • x -• 



Example: 

Jll = -1, 01 = 1.5 

Jl2 = 1,02 =0.5 

P = 0.7 

f(1,2)=.04 

f(-I, 1) = .30 

STEP INSTRUCTIONS 

1 Enter program 
- ------

2 Input,ul, GI. JJ2. a21 P 
-

--- ,_ .. -- - ----------

--.-.~.- -----_._---

-

3 Input x and y 
-

4 For different x, y, go to 3 
---, -,-- --------

5 For a new case, go to 2 

INPUT 
DATA/UNITS 

I 
1', 

u, 

1', 

u, 

p 
--I: 

x I 
y I 

I 
I 
I 
I 

Bivariate Normal Distribution 59 

"T 

KEYS OUTPUT 
DATA/UNITS 

I I 
STO I 0 

STO I 1 

STO I 2 

STO I I 3 1 I t 

STO I I 4 9 I x' 

- II STO 5 I BST 

t I I I II I 
RCL II 2 I - I I RCL I 

3 I I • II STO II 7 I • 

R/S II II I I I fIx, y) 

I I II II I 
II II II I 



60 Logarithmic Normal Distribution 

LOGARITHMIC NORMAL DISTRIBUTION 

If X is a random variable whose logarithm is normally distributed with mean 
m and variance a2

, then X has a logarithmic normal distribution with density 
function 

1 , 
- (Inx-m) 

f(x) = _--:-1~=- e 2a' 

X ',hrra2 

where x >0. 

This program computes f(x) and the following statistics for given m, a2 
: 

median = em 

mode = em - a 
, 

mean = em +(a'/2) 

variance = ea ' +2m (e a' - 1). 

Note: 

The program requires that a2 i= O. 

Reference: 

K. A. Brownlee, Statistical Theory and Methodology in Science and Engi­
neering, John Wiley and Sons, 1965. 



DISPLAY KEY DISPLAY 

LINE CODE ENTRY LINE CODE 

00. 25. 51 

01. 26. 32 

02. 01 1 27. 42 

03. 34 RCL 2S. 34 

04. 00 0 29. 00 
05. 02 2 30. 81 

+ 
06. 81 • 31. 02 -• 
07. 61 + 32. 81 
OS. 32 9 33. 42 
09. 22 eX 34. 32 
10. 84 R/S 35. 22 
11. 32 36. 31 
12. 42 x 37. 83 
13. 34 RCL 3S. 02 
14. 00 0 39. 71 
15. 32 

-l---Il-x 
40. 34 

16. 22 41. 00 e 
17. 01 1 42. 71 
1S. 51 - 43. 31 
19. 

-t 
71 x 44. 42 

20. 84 R/S 45. 81 
21. 31 + 46. f 34 
22. 22 In 47. 02 
23. 34 RCL 4S. 81 
24. 01 1 49. -20 

Example: a2 =1,m=1 

median = 2.72 
mode = 1.00 
mean = 4.48 
variance = 34.51 

STEP INSTRUCTIONS INPUT 
DATA/UNITS 

1 Enter program 

2 Store m, 0 2 a' 
.. . 

m 
... 

3 Compute median and mode 
.. . . .. 

- .. . .. .. 

. . 
4 Compute mean and variance 

.. .. 

. -,.- . . 

5 Input x x 
. 

6 For a new x, go to 5 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Logarithmic Normal Distribution 61 

KEY 
ENTRY 

- Ro a 

9 . R, m 

x2 R2 x 

RCL ~R3 
0 R. 
• Rs -• 

2 R. 
• R7 -• 
CHS Rs 

9 R. 
eX Roo 

f Ro, 

11 R .. 

2 R03 

x R .. 

RCL Ros 

0 Ros 

x R07 
~ 

f Ros 

Yx Ro. 
• -• 
RCL 

2 
• -• 

GTO 20 

f(.1)=.02 
f (.6) = .21 
f(1) = .24 

. 

KEYS 

I I II 
STO II 0 II 
STO II 1 II BST 

9 II eX II 
RCL II 1 II RCL 

- I 9 II eX 

RIS I II 
RIS I I I 

STO I 2 II RIS 

II II 

REGISTERS 

OUTPUT 
DATA/UNITS 

II ===r 
II I 
II I 
II I median 

II 0 I 
II I mode 

II I mean 

II I • variance 

II I f(x) 

II I 



62 Weibull Distribution Parameter Calculation 

WEI BULL DISTRIBUTION 
PARAMETER CALCULATION 

The Weibull probability density function is given by 

b x 
bx(b-l) -"7 

f(x) = e 8 

eb 

where e > 0, b > 0, x> O. 

The cumulative distribution function is 

b x 
---::-

F(x) = I - e 8 

For a set of data {Xl, ... , xn}' the Weibull parameters b and e are to be 
calculated for these functions. 

A common application is to use Weibull analysis for failure data where all 
samples are tested to failure. To use the program, list the items in order of 
increasing time to failure. 

The median rank (M. R.) is calculated by 

R j - 0.3 

n+OA 

-where Rj is the rank of failure data Xj. Using this median rank as an 
approximation of F(xD, a least squares fit is performed to the linearized form 
of the cummulative distribution function 

1 
In In --=-(,....,),- = b In x - b In e . 

I-F x 
, 

The solution is similar to the linear regression problem, and estimates of 
band e are obtained. 
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DISPLAY KEY DISPLAY KEY 
~ 

LINE CODE ENTRY ENTRY LINE CODE 

25. 61 + 
01. 01 1 

~ 
26. 00 0 

02. 33 STO 27. 22 x-:t.y 

03. 00 0 2B. 51 -+ 
04. 32 9 29. 13 l/x 

05. 44 CL·R 30. 31 f 

06. 84 R/S 31. 22 In 

07. 33 STO 32. 31 f 

OB. 01 1 33. 22 In 

09. 84 R/S 34. 22 x-;t..y 

10. 31 f 35. 11 ~+ 

11. 22 In 36. -09 GTO 09 
12. ..£!9:. 37. 31 f 

13. 0 3B. 21 L. R. 

14. • 39. 22 x;:"y 

15. 03 3 40. 84 R/S 

16. 51 41. 81 • -- • 

17. 34 RCL 42. 42 CHS 

lB. 01 1 43. 32 9 

19. 83 • 44. 22 eX 

20. 04 4 
-l 

45. -00 GTOOO 

21. 61 + 46. 

22. 81 • 47. -• 

23. 01 1 4B. 

24. 33 STO 49. 

Example: 

Xi: 34,60,75,95,119,158 (hours to failure) 
(Xi'S must be entered in increasing order.) 
n=6 
b = 1.95 
() = 104.09 

STEP INSTRUCTIONS INPUT 
DATA/UNITS 

1 Enter program 

2 Initialize BST I . . 

3 Input n n RIS 

4 Perform 4 for i = 1, 2, ... , n xi RIS 

5 Compute band 0 GTO 

RIS I 
6 For a new case, go to 2 'I 

REGISTERS 

Ro Used 
R 1 n 

R2 

R. 

R. 

Rs 

R. 

R7 

RB 

Rg 

R.o n 

R" Used 
R .. Used 
R •• Used 
R •• Used 
R.s Used 
R •• 0 

R'7 0 
R'B 0 
R.g 

KEYS OUTPUT 
DATA/UNITS 

...J 

RIS II II I 0.00 

'I 
, 

I • 
1 

3 7 
IL JI 

RIS 
J 

b 

II II I 8 

I r -" 



· 

64 Binomial Distribution 

BINOMIAL DISTRIBUTION 

This program evaluates the binomial density function for given p and n: 

f(x) = 

where n is a positive integer 

0< p < 1 and 

x = 0, 1, 2, ... , n. 

The recursive relation 

f(x+l)= pen -x) f(x) 
(x+ 1)(I-p) 

(x = 0, 1,2, ... , n - 1) 

is used to find the cumulative distribution 

x 

P(x) = :E f(k). 
k=Q 

Notes: 

1. f(O) = P(O) 

2. When x is large, due to round-off error, the computed value for P(x) 
might be slightly greater than one. In that case, let P(x) = 1. 

3. The execution time of the program depends on x; the larger x is, the 
longer it takes. 

4. The mean m and the variance a2 are given by 

m=np 

a2 = np (1 - p). 

Reference: 

E. Parzen, Modern Probability Theory and its Applications, John Wiley and 
Sons, 1960. 



DISPLAY 

LINE CODE 

00. 

01. 33 
02. 06 
03. 00 
04. 33 
05. 00 
06. 34 
07. 03 

08. 33 

09. 04 

10. 33 
11. 05 

12. 34 

13. 01 

14. 34 

15. 00 

16. 51 
17. 34 
18. 00 
19. 01 
20. 61 
21. 81 
22. 34 
23. 02 
24. 71 

Example: 

n = 6, p = 0.49 
f(O) = .02 
f(4) = .22 
P(4) = .90 

KEY 
ENTRY 

STO 

6 
0 
STO 

0 
RCL 
3 
STO 

4 
STO 

5 
RCL 

1 
RCL 

0 
-
RCL 

0 
1 
+ 
• -• 
RCL 

2 
x 

STEP INSTRUCTIONS 

1 Enter program 

~ 

I-

I-

. 

-----, .. _-----
2 Input nand p 

. ---- -----

---- --- _ .. -- -_.,--

----, .. _----- --,,-- .---

-_. -._- .. --.-,------"-~ 

3 For x> 1 

- .. __ .-... -
4 For a new x, go to 3 

--
5 For a new case, go to 2 

DISPLAY 

LINE CODE 

25. 34 
26. 04 
27. 71 
28. 33 
29. 04 
30. 33 
31. 61 
32. 05 
33. 34 
34. 00 
35. 01 
36. 61 
37. 33 
38. 00 
39. 34 
40. 06 
41. 32 
42. -44 
43 . -12 
44. 34 
45. 04 
46. 84 
47. 34 
48. 05 
49. -00 

INPUT 
DATA/UNITS 

I 
n I 
p I 

I 
I _ .. __ . 
I 
I 
I 

x I 
I 
I 
I 

Binomial Distribution 65 

KEY 
REGISTERS ENTRY 

It 
RCL R 0 counter 

4 . R 1 n 

x R2 P. p/(l - p) 

STO R 3 flO) 

4 R. Used . 

STO R. Used 

+ R. x 
5 R7 

RCL RB 

0 R. 

1 R.o 
+ R. , 

STO R.2 
0 R.3 

RCL R •• 

6 R •• 

9 R •• 

x=y 44 R.7 

GTO 12 R.B 

RCL R •• 

4 
RIS 

RCL 

5 

GTOOO 

KEYS OUTPUT 
DATA/UNITS 

I I I I 
5TO I 1 I 

. 

I 
5TO I 2 5TO I 4 I 

1 - CH5 I RCL I 
1 yX I STO I 3 f(O) 

RCL 2 I 1 RCL 

2 I • STO - -• 

2 I BST II 
RIS I I I I I fIx) 

RIS I I I I I I I PIx) 

II II II I 
I I II I I I 



66 Poisson Distribution 

POISSON DISTRIBUTION 

Density function 

where A> 0 

and x=0,1,2, .... 

Cumulative distribution is 

AX e-A 
f(x)=-­

x! 

x 

P(x) = L: f(k). 
k=O 

This program evaluates f(x) and P(x) for a given A using the recursive relation 

A 
f(x + 1) = f(x). 

x+1 

Notes: 

1. f(O) = P(O) 

2. When x is large, due to round-off error, the computed value for P(x) 
might be slightly greater than one. In that case, let P(x) = 1. 

3. The execution time of the program depends on x; the larger x is, the 
longer it takes. 

4. Mean = variance = A 



DISPLAY --LINE CODE 

00. 

01. 

02. 

03. 

04. 

05. 

06. 

07. 

08. 

09. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

42 
32 
22 
33 
02 
84 
33 
05 
00 
33 
00 
34 
02 
33 
03 
33 
04 
34 
01 
34 
00 
01 
61 
81 

Example: 

'l\= 3.2 
f(O) = .04 
f(7) = .03 
P(7) = .98 

KEY 
ENTRY 

CHS 

9 
eX 

STO 
2 
R/S 
STO 
5 
0 
STO 
0 
RCL 
2 
STO 
3 
STO 
4 
RCL 
1 
RCL 
0 
1 
+ 
• -• 

STEP INSTRUCTIONS 

1 Enter program 

2 Input A 
--~- "'-. ------.- .- .,,-

3 For x;;' 1 
- ------ .. _---- - - . - _ .. _- ~-.. 

4 For a new x, go to 3 
---

5 For a new case, go to 2 

DISPLAY 

LINE CODE 
25. 34 
26. 03 
27. 71 
28. 33 
29. 03 
30. 33 
31. 61 
32. 04 
33. 34 
34. 00 
35. 01 
36. 61 
37. 33 
38. 00 
39. 34 

40. 05 
41. 32 
42. -44 
43. -18 
44. 34 
45. 03 
46. 84 
47. 34 
48. 04 
49. -06 

INPUT 
DATA/UNITS 

A 

x 

I 
,-----~--

I 

Poisson Distribution 67 

KEY REGISTERS ENTRY 

RCL R 0 counter 
3 Rt A 
x R 2 flO) 

STO R 3 Used 
3 R. Used 
STO Rsx 
+ R. 
4 R7 
RCL R. 
0 R. 
1 R.o 
+ R. t 
STO R.2 

0 R.3 

RCL R •• 
5 R.s 
9 R •• 

44 R.7 
GT018 R •• 
RCL R •• 

3 
R/S 
RCL 
4 
GT006 

KEYS 
OUTPUT 

DATA/UNITS 

I I I I I 
STO II 1 I BST R/S I flO) 

R/S II I I fIx) 

R/S II I I PIx) 

II II I I 
II II I I 



68 Negative Binomial Distribution 

NEGATIVE BINOMIAL DISTRIBUTION 
• • 

This program evaluates the negative binomial density function for given 
p and r: 

f(x) = 

where r is a positive integer 

o <p < 1 and 

x = 0, 1, 2, .... 

The recursive relation 

x+r-1 

r - 1 

f(x + 1) = (1 - p)(x + r) f(x) 
x+1 

is used to fmd the cumulative distribution 

x 

P(x) = L: f(k). 
k=O 

Notes: 

1. f(O) = P(O) 

2. When x is large, due to round-off error, the computed value for P(x) 
might be slightly greater than one. In that case, let P(x) = 1. 

3. The execution time of the program depends on x; the larger x is, the 
longer it takes. 

4. The mean m and the variance 0
2 are given by 

m= 
r(1 - p) 

p 

r(1 - p) 

p2 
• 

5. If we interpret p as the probability of success of a given event, then f(x) 
is the probability that exactly x + r trials will be required to get r 
successes. 

Reference: 

E. Parzen, Modem Probability Theory and its Applications, John Wiley and 
Sons, 1960. 



DISPLAY KEY 
LINE CODE ENTRY 

00. 

01. 

02. 06 6 
03. 00 0 
04. 33 STO 
05. 00 0 
06. 34 RCL 
07. 03 3 
OS. 33 STO 
09. 04 4 
10. 33 STO 
11. 05 5 
12. 01 1 
13. 

1 

;1 -

~ 
17. 00 0 
1 ~ RCL 

I-' 

~ + 
71 

22. 

23. 

24. )1 .L!. 

Examples: 

p=.9,r=4 
[(0) = .66 
[(1) = .26 
P(1) = .92 
[(2) = .07 
P(2) = .98 

. 

STEP INSTRUCTIONS 

1 Enter program 

2 Input p and r 
--.- --._- ---- . --- -

-t 

-t 

-t 

~ 

~ 

----- _. - -_ ....... _-

---- ----- - -,-' - --- - ------ ------- - ------ -------.--

3 For x;:a. 1 
_. -----

- - --- -- - - - ------------

4 For a new x, go to 3 
-------- ------- -- - - -

5 For a new case, go to 2 

Negative Binomial Distribution 69 

DISPLAY KEY REGISTERS ENTRY LINE CODE 
25. 61 + Ro counter 
26. 33 STO . R, p 

27. 00 0 R 2 r 
2S. 

-t 
81 • R 3 f(O) -• 

29. 34 RCL R. Used 
30. 04 4 R. Used 
31. 71 x R.x 
32. 33 STO R7 
33. 04 4 RB 
34. 33 STO R. 
35. 61 + R.o 
36. 05 5 R., 
37. 34 RCL R.2 

3S. 00 0 R.3 

39. 34 RCL R •• 
40. 06 6 R •• 
41. 32 -.9.. R.6 

42. -44 x=y44 R.7 
43. -12 GT012 R.B 
44. 34 RCL R •• 
45. 04 4 
46. 84 RIS 
47. 34 RCL 
4S. 05 5 

49. -00 GTO 00 

INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

I I I I 
p STO I I 1 I 
r STO II 2 I yX STO 

3 II SST I flO} 
- - --.-- -------.----

x RIS II I f(x} 

RIS II I PIx) 
-

II I 
- -- --- --_._-" " 

II I 



70 Hypergeometric Distribution 

HYPERGEOMETRIC DISTRIBUTION 

This program evaluates the hypergeometric density function for given a, 
band n: 

f(x) = 

where a, b, n are positive intergers 

x ~ a, n - x ~ band 

x = 0, 1, 2, ... , n. 

The recursive relation 

'a' ' b ' 

x n -x 
'a + b' 

n , 

f(x + 1) = (x - a) (x - n) f(x) 
(x + l)(b - n + x + 1) 

(x = 0, 1,2, ... , n - 1) 

is used to find the cumulative distribution 

x 

P(x) = L f(k). 
k=O 

Notes: 

1. The program requires that n ~ 69. 

2. f(O) = P(O) 

3. The execution time of the program depends on x; the larger x is, the 
longer it takes. 

4. When x is large, due to round-off error, the computed value for P(x) 
might be slightly greater than one. In that case, let P(x) = 1. 

5. The mean m and the variance a2 are given by 

m= 
an 

a+b 

a2 = abn (a + b - n) 

(a+b)2 (a+b-l) 
• 
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Reference: 

J. E. Freund,Mathematical Statistics, Prentice·Hall, 1971. 

DISPLAY KEY DISPLAY KEY .. REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 81 • R a counter -• 

01. 26. 34 RCL . R 1 a 

02. 00 0 27. 05 5 R2b 

03. 34 RCL 28. 71 x R 3 n 

04. 01 1 29. 33 STO R. flO) 

05. 51 - 30. 05 5 R 5 Used 

06. 34 RCL 31. 33 STO R 6 Used 

07. 00 0 32. 61 + R 7x 
DB. 34 RCL 33. 06 6 R. 

09. 03 3 
-t 

34. 34 R. RCL 

10. 
-t 

35. R.o 51 - 07 7 

11. 71 x 36. 01 1 R. , 

12. 34 RCL 37. 34 RCL R.2 

13. 00 0 38. 00 0 R.3 

14. 01 1 39. 61 + R •• 

15. 61 + 40. 33 STO R.5 

16. 81 • 41. 00 0 R.s -• 
-l 

17. 31 f 42. 32 9 R.7 
18. 34 LAST X 43. -45 x=y 45 R •• 

19. 34 RCL 44. -03 GT003 R •• 

20. 02 2 45. 34 RCL 

21. 34 RCL 46. 05 5 

22. 03 3 47. 84 RIS 

23. 51 - 4B. 34 RCL 

24. 61 + 49. 06 6 



72 Hypergeometric Distribution 

Example: 

Given a = 8, b = 12, n = 6, then 
f(O) = .02 
f(3) = .32 
P(3) = .86 
f(S) = .02 
peS) = 1.00 

STEP INSTRUCTIONS 

1 Enter program 
. ~ ."-. _. _. ... __ . --.-.--~ 

2 Input a, b, n 
~ 

---- ... _--- ---.. ~, _. 

---_.- _.- -

3 For x;' 1 
--------- - ----------"" ", .. _. 

4 For a new X, go to 3 

5 For a new case, go to 2 

INPUT 
DATA/UNITS 

--
a 

b 

n 
-~.-.~---.~~ 

. 

x 
-

STO 

STO 

STO 

I f 

I RCL 

I n! 

I RCL 

I n! 

I 3 

I • 
• 

STO 

STO 

0 

R/S 

I 

KEYS OUTPUT 
DATA/UNITS 

I I I 
I I 1 I -

I I 2 I ---

I I 3 I RCL 2 

II n! I I f LAST x 

I I 3 I I - f 

I I • I I RCL 1 • 

II 2 I I + f I 
I I f II LASTx RCL I 
I I - II f II n! I 
II • II STO II 4 I flO) • . 

I I 7 II RCL I 4 

II 5 II STO I 6 

I BST I R/S I f(x) 

I I I P(x) 

I I I 
I I II 



! 

Multinomial Distribution 73 

MULTINOMIAL DISTRIBUTION 

This program evaluates the joint probability function of k (k can be 2, 3, ... , 
or 8) random variables having the multinomial distribution 

n! fi(x X x) - (JX1(JX2 (JXk 1, 2, ... , k - 1 2 ... k 
XI! X2! •.. X k! 

k k 

where 1: (Ji = 1, 1: Xi = n, (Ji > 0 and 
i = 1 i= 1 

xi=O,1,2, ... ,n (i=1,2, ... ,k). 

The parameters of this distribution are n, (J 1, (J 2, ... and (J k. 

Note: 

The program requires that n .;;;; 69. 

• 
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DISPLAY KEY DISPLAY KEY 
i ~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 34 RCL Ro Used 

01. 31 f 2S. 04 4 . R 1 Used 
-+ STO 02. 43 n! 27. 33 R2 Used 

03. 34 RCL 28. 03 3 R3 Used 

04. 01 1 29. 34 
-t 

RCL R. Used 

05. 31 f 30. 05 5 Rs Used 
-I -I 

~X R. OS. 34 31. 33 STO Used 

R7 07. 12 32. 04 4 Used 

08. 22 33. 34 RCL RB Used 

09. 81 • 34. 06 6 R. Used -• 
10. 33 STO 35. 33 STO R.o n! 

-+ R., 11. 71 x 3S. 05 5 

12. 00 0 37. 34 RCL R.2 
13. 34 RCL 38. 07 7 R.3 
14. 01 . 1 39. 

+ 
33 STO R •• 

15. 33 STO 40. 06 6 R.s 
lS. 09 9 41. 34 RCL R •• 
17. 34 + RCL 42. 08 8 R.7 
18. 02 2 43. 33 STO R.B 
19. 33 STO 44. 07 7 R.9 

20. 01 1 45. 34 RCL 
21. 34 RCL 4S. 09 9 

22. 03 +3 47. 33 STO 
23. 33 STO 48. 08 8 
24. 2 • 

49. -00 GTOOO 
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Example: 

Given 8 1 = 0.2, 82 = 0.1, 8 3 = 0.2,8 4 = 0.15, 8 5 = 0.17, 86 = 0.18 and n = 20, 

then [(1, 2,3,4,5,5) = 1.274857927-04 

[(2, 4, 0, 4, 2, 8) = 1.688980098-06 

rs;;r INSTRUCTIONS INPUT 
OATA/UNITS 

1 Enter program 

2 Perform 2 for i = 1, 2, ... , k 8· , STO 

• I , 
3 If k = 8, go to 6 

. . 

4 1 

KEYS 

I 
I 

J 

Set all other.8; = 1 

~ 5 Perform 5 for i = k + 1, ... , 8 

• , 
#==f 

• 

6 Input n n n! STO 

I STO • I 0 

7 Perform 7 for i = 1, 2, ... , k x; RIS 
d. I 

8 If k = 8, go to 11 I I 
9 Set all other Xi = 1 1 

10 Perform 10 8 - k times RIS 

11 Compute fix, , .... Xk) RCL 0 
.J 

12 For new XiS RCL • I 0 

0 J[ II 1;: II I Go to 7 
jL 

1r -, 
13 For a new case, go to 2 

OUTPUT 
OATA/UNITS 

I 8; 

Ir 
'L 

1.00 

0 

Ie SST 

I 8; 

1.00 

fix, , ... , Xk) 

II STO I 
I I 
l' 
Ir 

• 

• 



76 Exponential Curve Fit 

EXPONENTIAL CURVE FIT 

This program computes the least squares fit of n pairs of data points {(Xi> Yi), 
i = 1,2, ... , n}, where Yi > 0, for an exponential function of the form 

(a> 0). 

The equation is linearized into 

In Y = In a + bx. 

The following statistics are computed: 

1. Coefficients a, b 

~ In Yi ~Xi 
a=exp -b--

n n 

2. Coefficient of determination 

2 

(~lny)2 
~(1n yf _ i 

1 n 

3. Estimated value y for a given x 

Note: 

n is a positive integer and n =1= 1. 

Reference: 

K. A. Brownlee, Statistical Theory and Methodology in Science and 
Engineering, John Wiley and Sons, 1965. 
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DISPLAY KEY DISPLAY KEY REGISTERS ENTRY ENTRY· LINE CODE LINE CODE 

00. 25. 84 RIS Ro a 

01. 2S. 32 9 . R b 1 

44 CL.R -i 02. 27. 42 x 2 R2 
03. 84 RIS 28. 41 t R. 

-I 
04. 31 f 29. 41 t R. 
05. 22 In 30. 32 9 R. 

-t- 22 ~Y 33 R OS. 31. s 0 

07. 11 32. 22 x~y R7 
08. -03 GTO 03 33. 81 • R • -• 
09. 31 f 34. 32 9 R. 
10. 22 In 35. 42 x 2 R.o n 
11. 22 x<?-Y 3S. 71 x R., ~Xi 

12. 31 f 37. 84 RIS R.2 ~Xi2 

13. 1 1 ~- 38. 34 RCL R •• ~In Yi 

14. -03 GT003 39. 01 1 R •• ~(ln y;)2 

15. 31 f 40. 71 X R •• ~Xi In Yi 

lS. 21 L. R. 41. 32 9 R.o 0 
17. 32 9- 42. 22 eX R.7 0 
18. 22 eX 43. 34 RCL R •• 0 
19. 33 STO 44. 00 0 R •• 0 

-i 
20. 00 0 45. 71 x 

21. 84 -t RIS 4S. -37 GT037 
22. 22 47. 

23. 33 48. 

24. ..2..!. 1_ 49. 



78 Exponential Curve Fit 

Example: 

1. 

2. 

3. 

x· 1 

Yi 

.72 

2.16 

1.31 

1.61 

a = 3.45, b= -.58 
Y = 3.45 e-O. 58x 

r2 = .98 

1.95 

1.16 

A 

For x = 1.5, Y = 1.44 

INPUT 

2.58 3.14 

.85 0.5 

ISTEP INSTRUCTIONS DATA/UNITS KEYS 

Ii' I I I 1 Enter program 

2 Initialize ~ 
3 Perform 3 for i = 1, 2, ... , n x; t .J 

---- .-.--~--.~-,--,-- -.. ::, 
Y; RIS 

3' Delete erroneous data xk, Yk xk I t 
IL . 

Yk I GTO I 0 I 9 II RIS I . 

4 Compute a, band r2 I GTO I 1 I 5 II RIS I 
I RIS I I II I 
I RIS I I II I 

5 Compute estimated value ~ x I RIS I I II II I 
6 For a new x, go to 5 I II II I 
7 For a new case, go to 2 r 'I Ir 

OUTPUT 
DATA/UNITS 

0.00 

• 
I 

a 

b 

" 
1-



· 
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LOGARITHMIC CURVE FIT 

This program fits a logarithmic curve 

y=a+blnx 

to a set of data points 

{ (xj, yD, i = 1, 2, ... , n} 

where Xi> O. 

Program computes: 

1. Regression coefficients 

1 
~ Yi In Xi - ~ In Xi ~ Yi 

n 
b=------------------

1 
a = (~ Yi - b ~ In Xi) 

n 

2. Coefficient of determination 

3. Estimated value 9 for given X 

y=a+blnx 

Note: 

n is a positive integer and n * 1. 
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DISPLAY KEY DISPLAY KEY 
REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. ~ 25. 42 x2 Ro a 
t ~R 01. 32 9 26. 41 b ~ 1 

02. 44 CL·R 27. 41 t R2 

03. 84 R/S 28. 32 9 R3 

04. 22 x-;t..y 29. 33 s R. 

05. 31 f 30. 22 x1!-y Rs 

06. 22 In 31. 81 • R. -• 

07. 11 ~+ 32. 32 9 R7 

08. -03 GTO 03 33. 42 x2 Rs 

~ 
-l 

34. R. 09. 22 71 x 
10. 31 f 35. 84 R/S R.o n 

11. 22 In 36. 31 f R. , ~In Xi 

12. 31 f 37. 22 In R.2 ~(ln X;l2 

13. 11 ~- 38. 34 RCL R.3 ~Yi 

14. -03 GTO 03 39. 01 1 R •• ~Y? 
15. 31 f 40. 71 X R.5 ~Yi In Xi 

16. 21 L. R. 41. 34 RCL R •• 0 
17. 33 STO 42. 00 0 R.7 0 
18. 00 0 43. 61 + R.s 0 
19. 84 R/S 44. -35 GTO 35 R •• 0 

20. 22 x~y 45. 

21. 33 STO 46. 

22. 01 1 47. 

23. 84 R/S 48. 

lJ!. 
It-

49. 24. 32 
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Example: 

3 4 6 10 12 

Yi 1.5 9.3 23.4 45.8 60.1 

1. 

2. 

3. 

~ 
1 

2 

3 

3' 

4 

5 

6 

7 

a = -47.02, b = 41.39 
Y = -47.02 + 41.39 In x 

r2 = .98 

" For x = 8, Y = 39.06 
" For x = 14.5, Y = 63.67 

INPUT INSTRUCTIONS DATA/UNITS 

Enter program 

Initialize 

Perform 3 for i = 1, 2, .... n X· , 
V, 

Delete erroneous data xk, Yk xk 

Vk 

Compute a, b, and r2 

Compute estimated value x 

For a new x, go to 5 

For a new case, go to 2 

KEYS OUTPUT 
DATA/UNITS 

I I 
SST RIS I 0.00 

~ 
RIS • , 

~ 
I GTO I 0 I 9 RIS 

GTO " 1 I 5 
r RIS a 

I RIS 
, 

I r 
b 

I RIS I ,2 
_II 

I RIS II II I ~ 

I II II r 
Ir '1 I 
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POWER CURVE FIT 

This program fits a power curve 

y=axb (a>O) 

to a set of data points 

where Xi > 0, Yi > O. 

By writing this equation as 

lny=blnx+lna 

the problem can be solved as a linear regression problem. 

Output statistics are: 

1. Regression coefficients 

2 (L In xa2 

L (In Xi) - --­
n 

a= exp 
LIn Yi L In Xi 
----b---

n n 

2. Coefficient of determination 

r 

L (In Xi) (In Yi) -
(L In xa (L In Yi) 

n 

2 -

L (In Xi)2 -
(L In xa2 

L (In Yi)2 -
(L In Yi? 

n n 
. -

3. Estimated value y for given X 
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Note: 

n is a positive integer and n =1= 1. 

Reference: 

K. A. Brownlee, Statistical Theory and Methodology in Science and 
Engineering, John Wiley and Sons, 1965. 

DISPLAY KEY DISPLAY KEY 
,~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 84 R/S Ro a 
01. 26. 22 x-;t.y R, b 

-I 
02. 44 CL· R 33 R2 27. STO 
03. 84 R/S 28. 01 1 R3 
04. 31 f 29. 84 R/S R. 
05. 22 In 30. 32 9 Rs 
06. 22 x-;t.y 31. 42 x R. 
07. 31 f 32. 41 t R7 
08 .• 22 In 33. 41 t Rs 
09. 11 ~+ 34. 32 9 R. 
10. -03 GTO 03 35. 33 s R.o n 

-t 
11. R., ~In x; 31 f 36. 22 x-;t.y 
12. 22 In 37. ~1 

• R.2 ~(In X;)2 -• 

~ R.3 ~In v; 13. x-;;"y 38. ~ ..Jl
2 R •• ~(In V;)2 14. 31 f 39. 42 x 

15. 22 In 40. 71 x R.s ~In Xi In Vi 
16. 31 f 41. 84 R/S R •• 0 
17. 11 ~- 42. 34 RCL R.7 0 
18. -03 GTO 03 43. 01 1 R.s 0 

-t 
V

X R •• 19. 31 f 44. 12 0 
20. 21 L. R. 45. 34 RCL 
21. 32 -W- 46. 00 0 
22. 22 eX 47. 71 x 
23. 33 STO 48. -41 GT041 

-t 
24. 49. 00 0 



84 Power Curve Fit 
• 

Example: 

1. 

Xi 10 12 15 

Yi 0.95 1.05 1.25 

a = .03, b = 1.46 
Y = .03x1.46 

r2 = .94 2. 

3. 
1\ 

For x = 18, Y = 1.76 
1\ 

x = 23, Y = 2.52 

~ INSTRUCTIONS 

1 Enter program 

2 Initialize 

3 Perform 3 for i = 1, 2 •... , n 

t7 Delete erroneous data xk, Yk 

4 Compute a, b, and r2 
. 

5 Compute estimated value y 
6 For a new x, go to 5 

7 For a new case, go to 2 

17 20 22 25 27 30 32 35 

1.41 1.73 2.00 2.53 2.98 3.85 4.59 6.02 

INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

~ 
SST I RIS II' .., 0.00 

x· I I , 
=: R7S I I Y, 

Xk 
JL JL ..J 

GTO Yk 1 I 1 RIS 
, 

GTO 1 I 9 RIS a 

R7S I b 

RIS I " -1: R7S I II I I I 
A X Y 

I I II I I I 
Ir ,. 

I ~ 
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ANALYSIS OF VARIANCE 

The one-way analysis of variance tests the differences between the population 
means of k treatment groups. Group i (i = 1, 2, ... , k) has ni observations 
(treatment group may have equal or unequal number of observations). 

Sumi = sum of observations in treatment group i 

no 1 

= L: Xjj 

j= 1 

k nj 

Total SS = L: L: Xij2 -
i= 1 j= 1 

n· 1 

k nj 

L: L: Xij 
i= 1 j= 1 

2 
k n· 1 

L: X· . L: L: k 1J 

Treat SS = L: 
j= 1 i= 1 j= 1 -

n· k 
i= 1 1 

L: 
i= 1 

ErrorSS = Total SS - Treat SS 

df1 = Treat df= k - 1 

k 

df2 = Error df= L: ni - k 
i= 1 

Treat MS = Treat SS 
Treat df 

Error SS 
Error MS = -=--~:c­

Error df 

k 

n· 1 

2 

2 

X· . 
1J 

F = Treat MS 
Error MS 

with k - 1 and L: ni - k degrees of freedom 
i= 1 
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• 

Reference: 

J. E. Freund, Mathematical Statistics, Prentice-Hall, 1962. 

DISPLAY KEY DISPLAY KEY 
I~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 01 1 RoUsed 

01. 26. 81 - R 1 Used --
02. 61 + 27. 33 STO R 2 Used 

03. 00 0 2B. 61 + R 3 Used 

04. 32 9 29. 02 2 R. Lni 
05. 42 X2 30. 34 RCL R s LLxi/ 

-l 
33 STO 31. 00 0 R a LLxij 06. 

07. 61 + 32. 33 STO R 7 Sum-
OB. 05 5 33. 07 7 RaO 
09. 01 1 34. 33 STO RgO 

I~ 
10. 34 RCL 35. 61 + R.o 
11. 01 1 

-l 
36. 06 6 R. , 

12. 61 + 37. 34 RCL R .. 

13. 33 STO 3B. 01 1 R. 3 

14. 01 1 39. 33 STO R •• 

15. -00 GTO 00 40. 61 + R.s 

16. 01 1 41. 04 4 R.a 
17. 33 STO 42. 00 0 R.7 

1B. 61 + 43. 33 STO R.a 
19. 03 3 44. 00 0 R.g 

20. 34 RCL 45. 33 STO 
21. 00 0 46. 01 1 
22. 32 9 47. 34 RCL 
23. 42 X2 4B. 07 7 
24. 

-l 
49. 34 RCL -00 GTOOO 



Example: 
• 

J 
• 
1 

1 

Treatment 2 

3 

Sum! = 60.00 
Sum2 = 36.00 
Sum3 = 70.00 
Total SS = 172.93 
Treat SS = 66.93 
Error SS = 106.00 
F = 3.79 

STEP INSTRUCTIONS 

1 Enter program 
. .. . 

2 Initialize 

1 

10 

6 

14 

3 Perform 3-5 for i ~ 1, 2, ... , k 

Perform 4 for j = 1,2, ... , nj 

5 

6 Compute the F statistic 
" ------

--- - . 

.. - -----

--- --- -,,-

. . . 

--------

---------

--

. 

7 For a new case, go to 2 

---' 

... . 

- - -

2 

8 

9 

13 

INPUT 
DATA/UNITS 

x· . 
" 

- ~--

--- -

.. .. 

. . 

3 

5 

8 

10 

I 
I 
I 

f 

RIS 

GTO 

RCL 

~ 
• 
• 

~ 

~ 
• 
• 

-
f 

1 

RCL 
• 

-
• 
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4 

12 

13 

17 

I 
I 

JL 

I [ 
I 
I 
I 
I 
[ 

CLR 

1 

5 

x' 

-

2 

x' 

-

5 

14 

16 

KEYS 

]I 
BST 

• 

6 
. 

-'L 
RCL 

I I RCL 

I I 
II RCL 

II RCL 

II 
II 

-' [ LAST x II RCL 

I I I I 
• - • 

I I 4 II RCL 

II JI 
. . 

• • 
• • _. 

. -- I 

6 

11 

OUTPUT 
DATA/UNITS 

I -
0.00 

"I 
• 
) 

..I 
RIS Sumj 

-,I 6 I 
II 4 I 
II 1 Total SS 

II 6 i 
I 4 

I Treat SS 

I Error SS 
--

I 3 
. 

I
r 

x~y 

I" 3 

I
r 

F 
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PAIRED t STATISTIC 

Given a set of paired observations from two normal populations with means 
111,112 (unknown) 

let 

The test statistic 

X· 1 

Yi Y1 

D· = x· - y. 1 1 1 

D= 1 
n 

n 

••• 

••• 

n-1 

so=--

D 
t=-- , 

So 

Yn 

which has n - 1 degrees of freedom (d£), can be used to test the null 
hypothesis 

Reference: 

B. Ostle, Statistics in Research, Iowa State University Press, 1963. 



DISPLAY KEY 

LINE CODE ENTRY 

00. 

01. 32 
02. 44 

03. 84 

04. 51 
05. 11 
06. -03 
07. 51 
08. 31 
09. 1 1 

t 
10. -03 
11. 32 
12. 33 
13. 34 
14. 83 
15. 

16. .1: 
17. ...Q 
18. 81 
19. 33 
20. 00 
21. 31 
22. 33 
23. 34 
24. 00 

Example: 

X· I 

Yi 

t=-7.16 
df= 4.00 

14 

17 

CL'R 

R/S 

-
~+ 

GTO 03 
-
f 

~-

GTO 03 

~ 
s 

RCL 

• 

0 
f 

l...Y':!i. 
• -• 

Slu 

0 

-x 

RCL 

0 

17.5 

20.7 

ISTEP INSTRUCTIONS 

1 Enter program 
-

DISPLAY .. 
LINE CODE 

25. 81 
26. 84 
27. 34 

28. 83 

29. 00 
30. 01 
31. 51 
32. -00 
33. 

34. 

35. 

36. 

37. 

38. 

39. 

40. 

41. 

42. 
t 

43. 

~ 
44. 

45. 

46. 

47. 

48. 

49. .. 

17 17.5 

21.6 20.9 

INPUT 
DATA/UNITS 

. ------- ---- - .. . 

2 Initialize 

3 ~3fori=I.2 ..... n Xi 
, ---

Yi 

3' Delete erroneous data xk. Yk xk 

Yk 

4 ICompute t and df 

5 For a new case, go to 2 

Paired t Statistic 89 

-4 KEY 
ENTRY REGISTERS 

• Ro So -• 

R/S R, 

RCL R2 

• R3 

0 R. 

1 R. 
- R. 

GTOOO R7 

Rs 

R. 

R.o n 

R. , ~Di 

R.2 ~Di2 

R.3 Used 

R •• Used 

R •• Used 

R •• 0 

R.7 0 
R.a 0 

R •• 0 

15.4 

17.2 

KEYS OUTPUT 
DATA/UNITS ,. 

BST RIS I ~ 
0.00 

t I 
~ 1r ., 

RIS • , 
t 

..J 

GTO I 0 I 7 II RIS I 
GTO I 1 I 1 I RIS t , 

RIS I I II. I df 

I ." 



90 t Statistic for Two Means 

t STATISTIC FOR TWO MEANS 

Suppose {Xl' X2, ... , xnl } and {Yl, Y2, ... , Yn2} are independent random 
samples from two normal populations having means J.1l, J.12 (unknown) and 
the same unknown variance a2 

. 

We want to test the null hypothesis 

where D is a given number. 

Define 

- 1 
X=-

i= 1 

x-y-D 
-- • t=--:== 

1 1 '" 2 -2 '" 2 -2 "'Xi - nl X + "'Yi - n2 Y 
-+-

nl + n2 - 2 

We can use this t statistic, which has the t distribution with nl + n2 - 2 
degrees of freedom, to test the null hypothesis Ho. 

Reference: 

K. A. Brownlee, Statistical Theory and Methodology in Science and 
Engineering, John Wiley and Sons, 1965. 
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DISPLAY KEY DISPLAY KEY 
~ LINE REGISTERS ENTRY ENTRY LINE CODE CODE 

00. 25. 83 • Ro n! 

01. 2S. 02 2 R, kX' I 
02. 51 - 27. 61 + R2 kXj2 

03. 34 RCL 2B. 34 RCL R3 -x 
04. 00 0 

~ 
29. 04 4 R. -

Y 

05. 13 'Ix 30. 32 9 R. 
OS. 34 RCL 31. 42 X2 tRo 

-t 
07. 83 32. 34 RCL R7 • 

OB. 00 0 33. 83 • Rs 
09. 13 !/x 34. 00 0 R. 
10. 61 + 35. 71 x R.o n2 

11. 31 f 3S. 51 - R., kYj 

12. 42 yx 37. 34 RCL Ru kyj2 

13. 81 • 3B. 00 0 R.3 - Used • 

14. 34 RCL 39. 34 RCL R •• Used 
15. 02 2 40. 83 • R •• Used 
lS. 34 RCL 41. 00 0 R.o 0 
17. 03 3 42. 61 + R.7 0 
lB. 32 43. 02 2 R.B 0 
19. 42 44. 51 - R •• 0 
20. 34 RCL 45. 81 • -• 
21. 00 0 4S. 31 f 

22. 71 x 47. 42 Vx 
23- 51 4B. 81 • - -• 

24. 34 RCL 49. -00 GTO 00 
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Example: 

x: 79, 84, 108, 114, 

y: 91, 103, 90, 113, 

nl = 8 

n2 = 10 

If D = 0 (i.e., Ho: III = 112) 

then X = 106.25 

'1= 92.5 

t = 1.73 

INSTRUCTIONS 

1 Enter program 
--. -, 

2 Initialize 

3 Perform 3 for i = 1, 2, ... , "I 
3' I Delete erroneous data Xk 

4 I Store sums and compute x 

. . 

.. 

5 Initialize for y's 

6 6 for j = 1, 2, ... , n2 

6' I ~rroneous data Yh 

7 iComp"te y 

8 Input 0 and compute t 

9 For a different Of, go to 8 

10 For a new case, go to 2 

120, 103, 122, 

108, 87, 100, 

INPUT 
DATA/UNITS 

X· , l;+ 

Xk f . 

RCl 'I .. 

0 

...I, 

-x 

I 
1L l;+ I 
Yh f I 

f I 
D ~ I 

-'!.. I 
I , 

do 

120 

80, 99, 54 

KEYS OUTPUT 
DATA/UNITS 

I I 
CL'R I 0.00 

I I . , 
l;-

• I I 0 I STO 
. 

RCL II • 1 

1 I I RCL • 

STO I I 2 f 

STO I I 3 I -x 

CL'R I I 0.00 

I I • 
J 

l;- I 
- II STO I I 4 I -x Y 

4 II + I ..F!9:.. 
BST II RIS I t 

II I 'I-



One Sample Test Statistics for the Mean 93 

ONE SAMPLE TEST STATISTICS FOR THE MEAN 

For a normal population (Xl, X2 ... , xn) with a known variance a2
, a test of 

the null hypothesis 

Ho: mean J.1. = J.1.o 

is based on the z statistic (which has a standard normal distribution) 

z=-----. 
a 

If the variance a2 is unknown, then 

t= 
Vn ex - J.1.o) 

s 

is used instead. This t statistic has the t distribution with n - 1 degrees of 
freedom. x and s are the sample mean and standard deviation. 
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DISPLAY KEY DISPLAY KEY 
I~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 01 1 Ro 110 

01. 26. 22 x-;ty R, ...;n (x - 110) 

02. 00 0 27. 81 • R2 -• 
03. 84 R/S 28. -00 GTO 00 R3 

04. 31 f 29. R. 

33 -
05. x 30. R. 

06. 34 RCL 31. R. 

07. 00 0 32. R7 

08. 51 - 33. R. 

09. 34 RCL 34. R. 

83 
I~ 

35. R.o n 10. • 

11. 00 0 36. R., ~Xi 

12. 31 f 37. R.2 ~Xi2 

13. 42 yx 38. R.3 Used 

14. 71 x 39. R •• Used 

15. ~ ~IQ 40. R •• Used 

1 41. R •• 0 
17. 42. R.7 0 

-I 
R.B 0 18. 43. 

19. RCI 44. R •• 0 

20. 
I-

45. 

21. 46. 

22. 47. 

23. 48. 

24. 49. 
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Example: 

Suppose Jl.o = 2, for the following set of data 

{2.73, 0.45,2.52,1.19,3.51,2.75,1.79,1.83,1 ,0.87,1.9,1.62,1.74,1.92, 
1.24,2.68,} 

test statistic t = -.69 
and z = -.57 if a = 1. 

INSTRUCTIONS 

1 Enter program 
... . .- -------

2 Initialize 

3 Perform 3 for i = 1, 2 •... , n 

4 Input Po 
---------

5 Compute t 
----- - - ----

6 Input a (if known) 
.- -

7 For a new case, go to 2 

INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

--

9 CL·R 0.00 

X· • , I 

I 
R/S I. -II II t 

.. -

a I I [ 1/ z 
---

I 
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TEST STATISTICS FOR CORRELAT ION 
COEFFICIENT 

Under the assumptions of normal correlation analysis, the following t statistic 
can be used to test the null hypothesis P = 0, 

r- I n-2 
t= --;=v==-

VI - r2 

where r is an estimate (based on a sample of size n) of the true correlation 
coefficient p. This t statistic has the t distribution with n - 2 degrees of 
freedom. 

To test the null hypothesis p = Po, the z statistic is used. 

-In-3 (1 +r)(I-po). 
z = -'v'----ln ------

2 (1 - r)(1 + Po) 

where z has approximately the standard normal distribution. 

References: 

l. Hogg and Craig, Introduction to Mathematical Statistics, Macmillan Co., 
1970. 

2. 1. Freund,Mathematical Statistics, Prentice-Hall, 1971. 
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DISPLAY KEY DISPLAY 
I~ 

LINE CODE ENTRY LINE CODE 

00. 25. 34 

01. R 26. 00 
02. 01 1 27. 51 

on 2 
I~ 

03. 28. 81 
04. 51 - 29. 01 
05. 31 f 30. 34 
06. 42i7x 31. 02 

34 RCL 
-l 

07. 32. 51 
08. 00 0 33. 71 
09. 71 x 34. 01 
10. 01 1 35. 34 
11. 34 RCL 36. 02 

-l 
00 0 12. 37. 61 

13. 41 38. 81 

14. 71 x 39. 31 
-l 

15. 51 - 40. 22 
16. 31 f 41. 34 
17. 42 42. 01 

-l 
18. 81 • 43. 03 -• 

19. 84 R/S 44. 51 
20. 34 RCL 45. 31 
21. 00 0 46. 42 
22. 01 1 47. 71 

23. 61 + 48. 02 
24. 01 1 49. 81 

Example: 

Suppose r = 0.12 and n = 31, then 
t = .65 and 
z = .64 (for Po = 0). 

STEP INSTRUCTIONS INPUT 
DATA/UNITS 

1 Enter program 
------ - - -

2 Input rand n r 
-- -- -------

n 
-_._-

3 (If z is desired) input Po Po 
---. -- -

4 Go to 6 if only z is needed 
- ----- -------

5 Compute t 
-- -- --~ 

6 Compute z 
-- --- --

7 For a new case, go to 2 

I 
I 
I 
I 
I 
I 
I 
I 

KEY 
REGISTERS ENTRY 

RCL -I R 0 r 

0 . R 1 n 

- R. Po 
• R3 -• 

1 R. 

RCL Rs 

2 R. 

- R7 

x R. 

1 Rg 
I~ 

RCL R.o 
2 R. , 

+ R •• 
• R.3 -• 

f R •• 

In R.s 

RCL R •• 

1 R.7 

3 R.B 

- R.g 

f 

x 

x 

2 
• -• 

KEYS OUTPUT 
DATA/UNITS 

I I II II I 
STO I I a I I II I 
STO I I 1 II II I 1---
STO I I 2 I I II I 

II I I I 
BST I I R/S I I I t 

GTO II 2 I a I R/S I z 

I I I I I 
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CHI-SQUARE EVALUATION 
(EXPECTED VALUES EQUAL) 

This program calculates the value of the X2 statistic for the goodness of fit 
test when the expected frequencies are equal. 

n 

i= 1 

where 0i = observed frequency 
~Oi 

E = expected frequency = --
n 

. ., 
DISPLAY DISPLAY KEY 

LINE CODE ENTRY .. 
LINE CODE 

00. 25. 

01. 26. 

02. 83 • 27. 

03. 02 2 2S-:--

04. 34 RCL 
I-

29. 

05. 83 • 30. 

06. 00 0 31. 

07. 71 x 32. 

OS. 34 RCL 33. 
-34. 

• 

09. 83 • 
-

10. 01 1 35. 
I-

11. 81 • 36. -• 

f-
12. 31 f 37. 

13. 34 ~ X 3S. 

14. 51 - 39. 

15. "u 00 40. 
~ 

16. 41. 

17. 42. 
. 

lS. 43. 

19. 
~ 

44. 

20. 45. 

21. 46. 

22. 47. 

23. 4S. 

24. 49. 

• 

.n " ",", 

•• " .. ".w'""'"' 1 
KEY 

REGISTERS ENTRY 

Ro 

R, 
-

R2 

R3 

R. 

Rs -J -
R. -
R7 

Rs 
. 

Rg 

R.o n 
-

R., LO; 
-

R.2 LO;2 • 

R.3 Used -
R •• Used I 

• - • ~ 

R.s Used -
R •• O -
R.7 0 

R.s 0 ;.. 
R.g 0 

. 
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Example: 

The following table shows the observed frequencies in tossing a die 120 times. 
Assume that the expected frequencies are equal (E = 20), X2 can be used to 
test if the die is fair. 

number 1 2 3 4 5 6 

frequency 0i 25 17 15 23 24 16 

X2 = 5.00 

[STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I • • . 

1 
• 

2 Initialize 9 CL'R 0.00 
~ • 

• 

3 Perform 3 for i = 1. 2, ... , n O· :!:+ • 
I , 

• • 

3' Delete erroneous data Ok Ok t: IL 
:!:-

JI 
• ___ M _ .. 

I -II H" I 
• : 4 Compute Xl BST RIS i 

• .. , . 
--~"-- • 

::: 1 5 For a new case, go to 2 
" ; " • • • o • . • , . " . 
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CHI-SQUARE EVALUATION 
(EXPECTED VALUES UNEQUAL) 

This program calculates the value of the X2 statistic for the goodness of fit 
test by the equation 

j= 1 

where OJ = observed frequency 

Ej = expected frequency. 

E-1 

The X2 statistic measures the closeness of the agreement between the 
observed frequencies and expected frequencies. 

Note: 

In order to apply the goodness of fit test to a set of given data, combining 
some classes may be necessary to make sure that each expected frequency is 
not too small (say, not less than 5). 

Reference: 

J. E. Freund, Mathematical Statistics, Prentice-Hall, 1962. 
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DISPLAY KEY 
~ ENTRY LINE CODE 

00. 

01. 

02. 33 STO 

03. 00 0 

04. 33 STO 

05. 01 1 

06. 84 RIS 
07. 51 -
08. 31 f 

09. 
I ~ 

34 LAST X 

10. 
'I-

22 x y 
11. 32 

12. 42 x2 

13. 22 -> 

14. 81 • -• 
15. -.R ~CQ. 
16. ~ + 
17. ~ 
18. .l.!. Rrl 

19. ~ 
20. ~ 
21. ..2.- + 
22. ~ J 
23. 

24. ..::22...l ..§lQQ§..J ~ 

Example: 

1. OJ 

Ej 

8 50 

9.6 46.75 

2 
X = 4.84 

r;;r INSTRUCTIONS 

1 Enter program 

2 Initialize 

3 Perform 3 for i = 1, 2, ... , n 
. ., - " '-

3' Delete erroneous data Ok. Ek 

, .' 

4 Recall X2 from register R 1 
" ~-

5 For a new case, go to 2 

DISPLAY 
• 

LINE CODE 

25. 51 

26. 31 

27. 34 

28. 22 

29. 32 

30. 42 

31. 22 

32. 81 

33. 33 

34. 51 

35. 01 

36. 34 

37. 00 

38. 01 

39. 51 

40. 33 
41. 00 
42. -06 

43. 

44. 

45 . 

46. 

47. 

48 . 

49. 

47 

51.85 

INPUT 
DATA/UNITS 

. 

O· , 
E; I 
Ok 

., 

Ek I 
, 

I 
, 

KEY 
REGISTERS ENTRY 

- Ro n 

f R, ~(O; - E;)2 IE; 

LAST X R2 

x~y R3 

9 R. 

x 2 R. 

x"t:-y R. 
• R7 -• 

STO R. 

- R. 

1 R.o 

RCL R., 

0 R'2 

1 R'3 

- R •• 

STO R •• 

0 R •• 

GTO 06 R'7 

R'B 

~R'9 

56 5 14 

54.4 8.25 9.15 

KEYS OUTPUT 
DATA/UNITS 

...J . 

BST RIS 0.00 

t I ...J 

RIS • 
I 

• 

~ 
t 

GTO II 2 I I 5 II RIS I 
RCL I I 1 I I I -I 

I II I 
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2 X k CONTINGENCY TABLE 

Contingency tables can be used to test the null hypothesis that two variables 
are independent. 

1 2 3 ... 
A al a2 a3 ... 

B b 1 b2 b3 ... 

Totals Nl N2 N3 ... 

Test statistic X2 has k - 1 degrees of freedom. 

k 

ak 

bk 

Nk 

k b.2 
~1 L.J---N 

N· i= 1 1 

Totals 

NA 

NB 

N 

Pearson's coefficient of contingency C measures the degree of association 

between the two variables. 

C= 

Reference: 

B. Ostle, Statistics in Research, Iowa State University Press, 1963. 



DISPLAY 

LINE CODE 
00. 

01. 

02. 

03. 

04. 

05. 

06. 

07. 

OB. 

09. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 
17. 

1B. 

19. 

20. 

21. 

22. 

23. 

24. 

Example: 

A 

B 

1 

2 

3 

03 

33 

61 

01 

22 

33 

02 

33 

61 

00 

61 

31 

42 

34 

03 

22 

81 

34 

02 

31 

34 

81 

11 

2 

5 

8 

KEY 
ENTRY 

3 

STO 
+ 
1 

x-;t..y 

STO 
2 

STO 
+ 
0 

+ 
f 

.yx 
RCL 
3 

~?t. 
• -• 

RCL 
2 

f 

LAST X 
• -• 

~+ 

3 

4 

7 

C = .03 

INSTRUCTIONS 

1 Enter program 

, 

._- ------- - ---- - -- --------

2 Initialize 
______ 00.-

- ---- -- --- -------- - --------

3 Perform 3 for i '= 1,2, ... , k 

, " 
4 Compute X2 

5 Compute C 
, '. . - - -- -- --- - - - - -

.. 

- - - .. ------- --- --

6 For a new case, go to 2 

DISPLAY 
~ 

LINE CODE 
25. -00 

26. 34 

27. 83 

2B. 02 

29. 34 

30. 00 

31. 81 

32. 34 

33. 83 

34. 04 

35. 34 

36. 01 

37. 81 

3B. 61 

39. 01 

40. . 51 
41. 34 
42. 00 
43. 34 
44. 01 
45. 61 
46. 71 
47. -00 
4B. 

-
49. 

INPUT 
DATA/UNITS 

. ------- -- -- ---

. 

a' , 
b; 

. 

, 
--- ------- - -- ----

:. 
----------- .. 

• 

2 x k Contingency Table 103 

KEY REGISTERS ENTRY 

GTOOO Ro NA -
RCL R, Ns -
• R2 aj 

2 Ra bj 
. 

RCL R. 
-

0 Rs 
--

• Rs -• 
- - _ .. 

RCL R7 
---

• RB 
- --

4 R. _. -- - -----, 
RCL R.o k , , , , 
1 R., ~a;/y'N; 

!-
~a? INj • R.2 -• 

+ R.a Lb;/$; 

1 R •• ~b·21N' I I 
!- --. 

- R.s ~ajb;/Nj ~ --- -
RCL R.s 0 • -
0 ~R.7 0 , 
RCL R.B 0 

1 R •• 0 
~ - - .. -,. ,.-.~ ...... '" -

+ 

x 
GTO 00 

• 

KEYS OUTPUT 
DATA/UNITS 

9 [ ~JI S~O I 0.::, 
STO L~[ SST I -if 0.00 

t 
.9i' I 

~ 
I 

• . • 1-
RIS • . I 

• • • • . • • • . 

Ic 
• • 

GTO 2 6 RIS X' 
• -=: 

t I t. ..JL RCLJL .. O 1 
I 

. . ------- . 

I l~-ll I[ 
• 

I RCL + + , __ ..J, 
• •• , 

II II 
., 

• I f -IX JI C • - .- --. 

I , 
• • • ' " • • • 
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2 X 2 CONTINGENCY TABLE 
WITH YATES CORRECTION 

This program calculates X2 for a 2 x 2 contingency table containing observed 
frequencies. Yates correction for continuity is used. 

DISPLAY 

LINE CODE 
00. 

01. 61 

02. 33 

03. 05 

04. 61 

05. 61 

06. 33 
07. 04 

OB. 22 

09. 34 

10. 03 

11. 71 

12. 34 

13. 01 

14. 34 

15. 02 

16. 71 
17. 51 

1B. 32 

19. 42 
20. 31 
21. 42 
22. 22 
23. 02 
24. 81 

Group A 

Group B 

1 

a 

c 

2 

b 

d 

(a + b + C + d) [lad - bcl - Yz (a + b + c + d)j2 

(a + b)(a + c)(c + d)(b + d) 

KEY DISPLAY KEY 
• ~ REGISTERS ENTRY ENTRY LINE CODE 

25. 51 - Ro a 

+ 26. 32 9 . R 1 b 

STO 27. 42 x2 R2 c 

5 2B. 34 ReL R3 d 

+ 29. 00 0 R. a+b+c+d 

+ 30. 34 ReL R 5 C + d 

STO 31. 01 1 ~R. 
4 32. 61 + R7 
x: 33. 81 • Rs -• 

ReL 34. 34 ReL ~R • 
3 35. 00 0 R.o 

x 36. 34 ReL R. , 
ReL 37. 02 2 R.2 

-I R.3 1 3B. 61 + 

39. 
-I 

R •• ReL 81 • -• 

2 40. 34 ReL R.5 

x 41. 05 5 R •• 
42. 81 • R.7 - -• 

43. 34 ReL R.s 
x2 44. 01 1 R •• 
f 45. 34 ReL 

fi 46. 03 3 
47. 61 + 

2 4B. 81 • -• 
• 49. 71 - x • 
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Example: 

1 2 

A 9 21 

B 17 13 

STEP INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program II II II I 
- --- ------ ------- -- -- - - -- ---

2 Store data a STO I 0 I I II I 
b STO I 1 II II I 
c STO I 2 II I I I 

- .---~-.-.--~-- -_._-- ---- -" -_.- - ---

d STO I 3 II II I -
3 Compute X2 BST I R/S I I II I x: 

-
4 For a new case, go to 2 ~ 
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BARTLETT'S CHI -SQUARE STATISTIC 

k 

"" f. In S·
2 

L.., 1 1 

i= 1 
X2 = ------=--:------;------..,--

... k ' 
1 

1+---
3(k - 1) 

1 1 
~ f. - f 
i= 1 1 I , . 

where si 2 = sample variance of the ith sample 
fi = degrees of freedom associated with s/ 
i=1,2, ... ,k 

k = number of samples 
k 

This X2 has a chi-square distribution (approximately) with k - 1 degrees of 
freedom, which can be used to test the null hypothesis that SI 2, S2

2 
, •.. , sk 2 

are all estimates of the same population variance a 2 (Ho: Each of SI 2 , S2
2 

, •.. , 

sk 2 is an estimate of a2
). 

Reference: 

A. Hald, Statistical Theory with Engineering Applications, John Wiley and 
Sons, 1960. 



DISPLAY 

LINE CODE 
00. 

01. 

02. 61 
03. 03 
04. 13 
as. 33 
06. 61 
07. 02 
OB. 81 
09. 34 
10. 00 
11. 31 
12. 22 
13. 34 

14. 01 
lS. 71 
16. 1 1 
17. -00 
lB. 34 
19. ~ 
20. 

21. 

22. 

23. 

24. I 1 

Example: 

• 
1 

f. 1 

KEY 
ENTRY 

+ 
3 

IX 

STO 

+ 
2 
• -• 

RCL 
0 
f 

In 
RCL 
1 

x 

~+ 

GTO 00 
RCL 
• 

RI 

• -• 

f 

1 

5.5 

10 

STEP INSTRUCTIONS 

1 Enter program 
. . 

2 Initialize 
. . 

. 

3 Perform 3 for i = 1, 2 •... , k 

I 

4 Compute Xl 
. .. 

5 For a new case, go to 2 

I~ 

2 

5.1 

20 

----- . 

. .. 

DISPLAY 

LINE 
2S. 

26. 

27. 

2B. 

29. 

30. 

31. 

32. 

33. 

34. 

3S. 

36. 

37. 

3B. 

39. 

40. 

41. 

42. 

43. 

44. 

4S. 

46. 

47. 

4B. 

49. 

CODE 

3 

5.2 

17 

22 

34 

03 
71 

34 
83 
01 
51 
34 

02 
34 

03 
13 
51 

34 
83 

00 
01 

51 
03 
71 

81 
01 

61 
81 

INPUT 
DATA/UNITS 

.. ~ 
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KEY 
ENTRY 

In 
RCL 
3 
x 

RCL 
• 

1 

-
RCL 
2 

RCL 
3 
I/x 

-
RCL 
• 

0 
1 

-
3 
x 
• -• 

1 

+ 
• -• 

4 

4.7 

18 

I 

L.. .. 

-l 

5 

4.8 

8 

--
9 [ CL'R 

. 

REGISTERS 

Ro s· I 
R, f. I 

R2 ~ I/fj 

R3 ~f· I 

R. 
Rs 
Rs 
R7 

-

RB 
Rg 
R.o k 
R., ~fj In Sj2 

R.2 ~(fj In Sj2)2 

R.3 ~fjSj2 
R •• ~(fjSj2)2 
R.s ~fj2Sj2 In Sj2 

R.s 0 
R.7 O 
R.B 0 
R.g 0 

KEYS 

I 

6 

4.3 

15 

• 

II STO 

Ir 

II 2 
• 

OUTPUT 
DATA/UNITS 

.. . . 

I 
~~BST 0.00 

,.2 
I STO 0 

~~ f· • 
I I 

~ 1 i ~ I x' .. 
• : • 

-j 
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BEHRENS-FISHER STATISTIC 

Suppose {Xl, X2, ... , xnl} and {YI, Y2, ... , Yn2} are independent random 
samples from two normal populations with means /11, /12 (unknown). If the 
variances a1 2 ,a2 2 can not be assumed equal, then the Behrens-Fisher 
statistic 

-+--

is used instead of the t statistic to test the null hypothesis 
> 

Critical values of this test are tabulated in the Fisher-Yates Tables for various 
values of nl , n2, a and 8, where a is the level of significance and 

Notation: 

- ~X· 1 
X=-

-y=--
n2 

Reference: 

8 = tan- l 
• 

~Xi2 - [(~XD2 Inl] 
S1 2 = -------­

nl - 1 

Fisher and Yates, Statistical Tables for Biological, Agricultural and Medical 
Research, Hafner Publishing Co., 1970. 



DISPLAY 

LINE CODE 

00. 

01. 

02. 41 

03. 31 

04. 33 

05. 22 

06. 23 

07. 61 

08. 34 

09. 00 

10. 22 

11. 51 

12. 41 

13. 41 

14. 32 

15. 33 

16. 34 

17. 83 

18. 00 

19. 31 

20. 42 

21. 81 
22. 33 
23. 02 
24. .11 

Example: x: 
y: 

KEY 
ENTRY 

t 
f 
-x 
x-;t..y 
R,j, 

+ 
RCL 

0 

x<t.y 

-
t 
t 

9 

s 

RCL 

• 

0 

f 

..:-Lx 
• -• 

STO 

2 

79, 

91, 

84, 

103, 

I~ 

I~ 

DISPLAY 

LINE 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

32. 

33. 

34. 

35. 

36. 

37. 

38. 

39. 

40. 

41. 

42. 

43. 

44. 

45. 

46. 

47. 

48. 

49. 

108, 
90, 

CODE 

23 

32 

42 

34 

01 

32 

42 

61 

31 

42 

81 

84 

34 

01 

34 

02 

81 

32 

14 

-00 

114, 
113, 
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KEY 
ENTRY 

R,j, 

9 

x2 

RCL 

1 

9 

x2 

+ 
f 

Vx 
• -• 
R/S 

RCL 

1 

RCL 

2 
• -• 
9 
tan- 1 

GTO 00 

120, 
108, 

103, 
87, 

REGISTERS 

Ro x 
~ 
R, Sl/~ 
R2 S2/,;n:; 

R3 

R. 

Rs 

R6 

R7 

Rs 
Rg 

R.o Used 

R. , Used 

R.2 Used 

R.3 Used 

R •• Used 

R.s Used 

R.6 O 

R.7 O 

R.s 0 

R.g 0 • 

122, 120 
100, 80, 99, 54 

Ho: J.l.l = J.l.2 (D = 0), nl = 8, n2 = 10, x = 106.25 

sl/Vll; = 5.88, d = l.73, () = 47.88° (= .84 radians = 53.20 grads) 

INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program 
---- ----- - . . 

2 Initialize 9 I CL·R I 0.00 

3 Perform 3 for i = 1,2, ... , "I E+ • 
Xi I 

"iii 
3' Delete erroneous data Xk x. I E-

4 Compute x: and sl/..;o; I I - I I STO 
I 

0 -x x 

9 I I 
, 

I I 
RCL 

I 
• 

. . . 

0 I I I I I Vx I~ • "/yn; • 

Ir -, I ir • 

STO 1 CL·R 0.00 

5 Perform 5 for i = 1, 2, ... , n'l E+ • 

Vi I 

5' Delete erroneous data Yh Vh I E-
..J 

6 Input 0 and compute d, 8 D SST I RIS II I d 

RIS ~~ I I 8 
- -, 

7 For a new case, go to 2 
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BISERIAL CORRELATION COEFFICIENT 

The biserial correlation coefficient rb is used where one variable Y is 
quantitatively measured while the other continuous variable X is artificially 
dichotomized (that is, artificially defined by two groups). It measures the 
degree of linear association between X and Y. 

Suppose X takes the value 0 or 1. 

Define n l = number of x's such that x = 1 

n = total number of data points 

'L' Yi = sum of the y's for which x = 1 

'LYi = sum of all y's 

a = ordinate of the standard normal curve at point z cutting off a 

tail of that distribution with area equal to p = n
l 

. 
n 

a ----

o z 

Note: 

Among the necessary assumptions for a meaningful interpretation of rb are: 

1. Y is normally distributed 

2. The true distribution of X should be of normal form. 
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Reference: 

B. Ostle, Statistics in Research, Iowa State University Press, 1963. 

DISPLAY KEY DISPLAY KEY .. REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 83 • to a 

01. 26. 02 2 t,n 1 

02. 83 • 27. 34 RCL ~Yi 
03. 03 3 28. 83 • 

04. 34 RCL 29. 04 4 4 

05. 83 • 30. 61 + 5 

06. 01 1 31. 71 x 6 

07. 61 + 32. 34 RCL 7 

08. 33 STO 33. 02 2 8 

09. 02 2 34. 32 9 • 
10. 31 f 35. 42 x 2 n 

• 

11. 34 LAST X 36. 51 - ~' 

12. 34 RCL 37. 31 f 1R.2 ~'Yi 
13. ~ • 38. 42 Vx fR. 3 ~Yi - ~'Yi 

R, ~Yi -~Yi2 14. 39. 34 RCL 
15. J1 x 40. 00 0 ~O 

.4'L 41. 16. 34 RCL -! 
17. 42. 83 • 

18. 01 1 43. 00 0 
19. 71 x 44. 71 x -I 
20. 51 - 45. 71 x 
21. _34 RCL 46. 81 • -• 

22. 83 • 47. -00 GTO 00 
23. 00 0 48. 

24. ~ 49. 
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nl = 4 
n=9 
a = 0.40 
fb = .59 

I STEPI INSTRUCTIONS 

1 Enter program 

2 Initialize 

3 Perform 3 for Xi = 1 

3' Delete erroneous data Yk 

IXk = 1) 

4 Perform 4 for xi = 0 

4' Delete erroneous data Yh 

IXh = 0) 

5 Input a and nl 

-- - -

6 Compute rb 

7 For a new case, go to 2 

INPUT 
DATA/UNITS 

9 

0 t 

Y; ~+ 

0 t 

Yk f 

Y; 

0 ~+ 

Yh t 

0 

a STO 

"1 STO 

RIS 

I 

KEYS OUTPUT 
DATA/UNITS 

I I II I 
Ir CL'R -, BST 

-, 
0.00 

I I I 
I I I II I 

=j" i"? "1 =j" 

T- I I 
I r ~ 
I I 
~ 

I ~- II II I 
I 0 II II I 

'1 1 II II I 
I II II I 'b 
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SPEARMAN'S RANK CORRELATION COEFFICIENT 

Spearman's rank correlation coefficient is defined by 

n 

6L: 
i= 1 

rs= 1 ------
n(n2 

- 1) 

where n = number of paired observations (Xi, Yi) 

D· = rank (x·) - rank (y.) = R - S· 1 1 1 1 l' 

If the X and Y random variables from which these n pairs of observations are 
derived are independent, then rs has zero mean and a variance 

1 --. 
n-l 

A test for the null hypothesis 

Ho: X, Yare independent 

• • 
IS USIng 

z = rs vn - 1 

which is approximately a standardized normal variable (for large n, say 
n> 10). 

If the null hypothesis of independence is not rejected, we can infer that the 
population correlation coefficient p(x, y) = 0, but dependence between the 
variables does not necessarily imply that p(x, y) =1= O. 

Note: 

- 1 ~ rs ~.1 

where rs = 1 indicates complete agreement in order of the ranks and rs = - 1 
indicates complete agreement in the opposite order of the ranks. 

Reference: 

J. D. Gibbons, Nonparametric StatisticalInference, McGraw Hill, 1971. 



114 Spearman's Rank Correlation Coefficient 

DISPLAY KEY DISPLAY KEY 
i~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 01 1 Ro n 
-I . R, ~D·2 01. 51 - 26. 34 RCl 

-I -I 
, 

R2 02. 32 27. 01 1 

03. 42 x2 2B. 06 6 R3 

04. 33 STO 29. 71 x R. 

05. 61 + 30. 34 RCl Rs 

06. 01 1 31. 00 0 R6 

07. 34 RCl 32. 32 9 R7 

OB. 00 0 33. 42 x2 Ra 

09. 01 1 34. 01 1 Rg 

10. 61 + 35. 51 - R.o 
11. 33 :>IU 36. 34 RCl R., 

12. 00 0 37. 00 0 R.2 
13. -00 GTO 00 3B. 71 x R.3 
14. 51 39. 81 • R •• -- • 

15. 32 40. 51 - R.s 
16. 42 x2 41. 84 R/S R.6 
17. 33 S·,O 42. 34 RCl R.7 
1B. 51 - 43. 00 0 R.a 
19. 1 1 44. 01 1 R.g 

20. 34 BCl 45. 51 -
-I 

00 0 21. 
-I 

46. 31 f 

Vx 22. ~ 1 47. 42 
23. 2 - 4B. 71 x 
24. -11 49. -00 GTO 00 

L 



Spearman's Rank Correlation Coefficient 115 

Example: 

(Note: Only the ranks Ri'S and Si'S are used as the input data.) 

xi Yi 
Student Math Grade Stat Grade 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

rs = .76 
z = 2.85 

82 
67 
91 
98 
74 
52 
86 
95 
79 
78 
84 
80 
69 
81 
73 

STEP INSTRUCTIONS 

1 Enter program 
--

2 Initialize 
-_ ... -. -----'" -,. 

3 Perform 3 for i = 1,2, ... , n 

3' Delete erroneous data Rk, Sk 
-

4 Compute r sand z 
- --- -

81 
75 
85 
90 
80 
60 
94 
78 
83 
76 
84 
69 
72 
88 
61 

INPUT 
DATA/UNITS 

0 STO 

SST 

R· , I t 

S· , I R/S 

Rk t 
-

Sk I GTO 

I GTO 

I R/S 

R· 1 S· 1 

Rank of Xi Rank OfYi 

6 7 
14 11 
3 4 
1 2 

11 8 
15 15 
4 1 
2 9 
9 6 

10 10 
5 5 
8 13 

13 12 
7 3 

12 14 

KEYS OUTPUT 
DATA/UNITS 

I II I 
I 0 II STO II 1 I 

I 0.00 

.J 

I • , 

'" 
I 1 II 4 II R/S I 

II 2 I I 5 II R/S I " 
z 

., 
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DIFFERENCES A ONG PROPORT IONS 

Suppose Xl, X2, ... , Xk are observed values of a set of independent random 
variables having binomial distributions with parameters ni and e i (i = 1, 2, ... , 
k). 

A chi-square statistic given by 

k 1\ 2 

1\ 1\ 

i= 1 ni e (1 - e) 

can be used to test the null hypothesis e 1 = e 2 = ... = e k, where 

1\ 

e= 
k 

L ni· 
i= 1 i= 1 

This X2 has the chi-square distribution with k - 1 degrees of freedom. 

Reference: 

J. Freund, Mathematical Statistics, Prentice-Hall, 1971. 
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DISPLAY KEY DISPLAY KEY 
REGISTERS 

LINE CODE ENTRY ENTRY LINE CODE 

00. 25. 81 • Ro ~Xi -• 
+ ~+ 01. 51 - 26. 11 R, ~(ni-xi) 

-1 
R. xi 02. 33 STO 27. -00 GTOOO 

-; 
03 03. 3 28. 34 RCL R 3 nj - Xi 

-; 
04. 33 STO 29. 83 • R, 

05. 61 + 30. 02 2 R. 

06. 01 1 31. 34 RCL R. 

07. 3 f 32. 00 0 R7 

08. 34 LAST X 33. 81 • R. -• 
09. 33 STO 34. 34 RCL Rg 

10. ~ 2 35. 83 • R.o k 
-1 

11. STO 36. 04 4 R., Used 
-1 

,1 R •• Used 12. + 37. 34 RCL 
-j 

13. 0 
-l 

38. 01 1 R'3 Used 

,1 14. + 39. 81 • R .. Used -
-l 

• 

~ 31 f 40. 61 + R •• Used 

42 .,:Yx 41. 01 1 R •• O 
-j 

17. RCL 42. 51 - R.7 O 
-1 

18. 03 3 43. 34 RCL R •• O 

~ 
19. f,- X~\ -1 

44. 00 0 R.g 0 
20. • 45 . 34 RCL -• 

-1 
21. RCL 

-1 
46. 01 1 

2 22. 47. 61 + 
-1 

23. f 48. 71 x 
-I 

24. LAST X 49. -00 GTOOO 

Example: 

n· 1 X· 1 

Sample 1 400 232 

Sample 2 500 260 

Sample 3 400 197 

X2 = 6.47 
D= .53 

INSTRUCTIONS INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

1 Enter program I 
2 Initialize 9 I CL'R II STO II 0 I 

STO 1 Ir SST '1 0.00 

3 Perform 3 for i = 1, 2, ... , k n; t I 
~~ 

• X· I , 
4 Compute X' I GTO 2 S.J ,RIS I i 
5 (optional) Compute 6- RCL I 0 II t II t I 

RCL I 1 II + II • I 6--JL • .., .." 

6 For a new case, go to 2 
====! 
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KENDALL'S COEFFICIENT OF CONCORDANCE 

Suppose n individuals are ranked from 1 to n according to some specified 
characteristic by k observers; the coefficient of concordance W measures the 
agreement between observers (or concordance between rankings). 

, 
k 2 

n 

12 L LR. IJ 

W= 
i= 1 j= 1 3(n + 1) -
k2 n(n2 

- 1) n-l 

where Rij is the rank assigned to the ith individual by the jth observer. 

W varies from 0 (no community of preference) to 1 (perfect agreement). The 
null hypothesis that the observers have no community of preference may be 
tested using special tables or, if n > 7, by computing 

x2 = k (n - 1) W 

which has approximately the chi-square distribution with n - 1 degrees of 
freedom. 

Reference: 

1. D. Gibbons,Nonparametric StatisticalInference, McGraw-Hill, 1971. 

Table for small samples: 

M. G. Kendall, Rank Correlation Methods, Hafner Publishing Co., 1962. 
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DISPLAY KEY DISPLAY KEY 
~ REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 61 + Ro k 

01. 26. 33 STO R, • 
I 

02. 61 + 27. 04 4 R2 1: R" 'I 
03. 02 2 2B. 00 0 R3 1:(1: Rijl2 
04. 34 RCL 29. 33 STO R. n 

; 
05. 01 1 30. 01 1 Rs 
06. 01 1 31. 33 STO R. 
07. 61 

; 
32. 02 2 ~R + Ie 7 ~ 

OB. 33 STO 33. 34 RCL R. 
09. 01 1 34. 04 4 Rg 
10. -00 GTO 00 35. -00 GTOOO R.o ; ~ 
11. 34 RCL 36. 01 1 R., 
12. 01 1 37. 61 + R.2 
13. 33 STO 3B. 81 • R.3 -• 

14. 00 0 39. 31 f R •• 
15. 34 RCL 40. 34 LAST X R.s ; 

41. R •• 16. 02 2 51 -
17. 32 42. 34 RCL R.7 

1B. 42 x2 43. 04 4 R •• 
19. 44. 

; 
R.g 33 STO 01 1 

20. 61 + 45. 51 -
21. 03 3 46. 81 • -• 

22. 34 RCL 47. 03 3 
23. 04 4 4B. 71 x 
24. 

I~ 
49. 01 1 -00 GTO 00 
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Example: 

Table for Rij (n = 10, k = 3) 

• 
1 

1 2 3 

1 6 7 3 
2 1 4 2 
3 9 3 5 
4 2 6 1 
5 10 8 9 . 

6 3 2 6 
7 5 9 8 
8 4 1 4 
9 8 10 10 

10 7 5 7 

W= .69 
X2 = 18.64 

~ INSTRUCTIONS 
INPUT KEYS' OUTPUT 

DATA/UNITS DATA/UNITS 

I II I 1 Enter program 

2 Initialize 0 STO I 1 II STO II 2 I _ ... ,--, .. 

STO I 3 II STO I 4 

BST 
, 

0.00 

3 Perform 3-5 for i = 1, 2, ... , n ., 
Perform 4 for j = 1, 2, ... , k R·· RIS • 

J 
" .. 

5 GTO 1 1 RIS • , 
6 Compute W RCL 3 4 x 

. 

RCL I 0 I I 9 I x2 

.. 

r , 
I RCL 4 • • -• • 

'L 'c . 

RCL -,I 4 II GTO II 3 I 
6 I RIS II I w 

- -, " . 

7 Compute X2 RCL I 0 II x I RCL 

I 4 II 1 II - I x x: 
8 For a new case, go to 2 I 
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KRU5KAL-WALLl5 STATISTIC 

Suppose we want to test the null hypothesis that k independent random 
samples of sizes nl, n2, ... , and nk come from identical continuous 
populations. 

Arrange all values from k samples jointly (as if they were one sample) in an 
increasing order of magnitude. Let Rij (i = 1, 2, ... , k, j = 1, 2, ... , ni) be the 
rank of the jth value in the ith sample. 

The Kruskal-Wallis statistic H can be used to test the null hypothesis. 

H= 12 
N (N + 1) 

k 

where N = L: ni . 
i= 1 

k 

L: 
i= 1 

fl' 1 

L: 
j= 1 

RoO 
IJ 

n· 1 

2 

--3 (N+ 1) 

When all sample sizes are large (> 5), H is distributed approximately as 
chi-square with k - 1 degrees of freedom. For small samples, the test is based 
on special tables. 

Table for small samples (k = 3): 

Alexander and Quade, On the Kruskal-Wallis Three sample H-statistic, Univer­
sity of North Carolina, Department of Biostatistics, Inst. Statistics Mimeo 
Ser. 602, 1968. 
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DISPLAY KEY DISPLAY KEY .. REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 34 RCL Ro N 

01. 26. 04 4 ~R n· 1 I 
02. 61 + 27. 01 1 R2 ~ R·· 

" 03. 02 2 28. 61 + R3 ~[(~ Rij)2/nj J 

04. 34 RCL 29. 33 STO R. k 
05. 01 1 30. 04 4 Rs 0 
06. ..2.1 1 31. 00 0 R6 0 
07. i1 + 32. 33 STO R7 0 
08. 33 STO 33. 01 1 R. 0 
09. 01 1 34. 33 STO Rg 0 
10. 35. 02 2 R.o 
11. ~ RI 36. 34 RCL R" 

1 R'2 12. 37. 04 4 
I~ 

~ R'3 13. 38. -00 GTO 00 
i1 

I~ 
14. + 39. 81 • R •• -• 

15. 00 40. 34 RCL R.s 
16. ~ :l 41. 00 0 R.6 

I~ 
17. 42. 01 1 R'7 
18. 43. 61 + R ••. 

19. 42 x2 44. 81 • R.g -
If- • 

20. 22 
-t 

x;~ 
if-

45. 31 f 

21. 81 • 46. 34 LAST X -• 
II-

22. 33 STO 47. 51 -II-
23. 61 + 48. 03 3 II-
24. ~ 3 iL 

49. 71 x 
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Example: 

(Note: Only the ranks Ri/S are used as the input data.) 

Sample 1 2.73 0.45 2.52 1.19 3.51 2.75 

Ranks R1j 29 5 26 10 33 30 

Sample 2 1. 79 1.83 1 0.87 1.9 1.62 1. 74 1.92 

Ranks Rzj 11 12 9 7 20 18 19 21 

Sample 3 1.24 2.68 0.88 2.5 1.61 1.55 3.03 0.38 0.22 

Ranks R3j 14 28 8 25 17 15 32 4 2 

Sample 4 0.57 2.54 0.36 1.56 2.39 1.23 -0.1 2.98 2.15 2.25 

Ranks R4 j 6 27 3 16 24 13 1 31 22 23 

N = 33.00 
H = 2.29 

INSTRUCTIONS INPUT 
DATA/UNITS KEYS OUTPUT 

DATA/UNITS 

1 Enter program I I I 
-+------------== =::; :====:1-----

2 Initialize f SST 

3 Perform 3·5 for i = 1. 2 ..... k 

Perform 4 for j = 1,2, ... , nj 

6 Compute H 

7 For a new case, go to 2 

R·· 
0' 

I 
I 

RCL 

GTO 

0.00 

• 
) 

1 

3 x 

0 I N 

3 9 RIS H 
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. 

MANN-WHITNEY STATISTIC 

This program computes the Mann-Whitney test statistic on two independent 
• 

samples of equal or unequal sizes. This test is designed for testing the null 
hypothesis of no difference between two populations. 

Mann-Whitney test statistic is defined as 

n, 

where nl and n2 are the sizes of the two samples. Arrange all values from 
both samples jointly (as if they were one sample) in an increasing order of 
magnitude; let R j (i= 1,2, ... , nd be the ranks assigned to the values of the 
first sample (it is immaterial which sample is referred to as the "first"). 

When nl and n2 are small, the Mann-Whitney test bases on the exact 
distribution of U and specially constructed tables. When nl and n2 are both 
large (say, greater than 8) then 

is approximately a random variable having the standard normal distribution. 

Reference: 

J. E. Freund, Mathematical Statistics, Prentice-Hall, 1962. 

Table for small samples: 

D. B. Owen, Handbook of Statistical Tables, Addison-Wesley, 1962. 
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DISPLAY KEY DISPLAY KEY 
REGISTERS ENTRY 

, ~ 
LINE "T CODE ENTRY LINE CODE 

OO.~ 25. 22 x~y Ro ~ Rj 
01. 33 STO I ~ 26. 34 RCL R 1 n, 

02. 61 + 27. 02 2 R 2 n2 

03. 00 0 2B. 71 x R3 
04. 34 RCL 29. 02 2 R. 
05. 01 1 30. 81 • Rs -• 

06. 01 1 31. 51 - R. 
07. 61 + 32. 22 x;;:'y R7 
OB. 33 STO 

I~ 
33. 34 RCL R. 

09. 01 1 34. 02 2 Rg 

10. -00 GTO 00 35. 61 + Roo 
11. 34 RCL 36. 01 1 R01 
12. 02 2 37. 61 + R02 

3B. 
-1 

R03 13. 34 RCL 34 RCL 
39. 

-1 
Ro. 14. 01 1 01 1 

15. 01 1 40. 71 X Ros 
16. 61 + 41. 34 RCL Ros 
17. 02 2 42. 02 2 R07 
1B. 81 • 43. 71 Ro. - x • 

19. 61 + 44. 01 1 Rog 

20. 71 x 45. 02 2 
21. 34 RCL 46. 81 • -• 

22. 00 0 47. 31 f 
23. 51 - 4B. 42 Vx 

~ 
24. 49. 84 81 • -• 

Example: 

(Note: Only the ranks Ri's for the first sample are used as the input data.) 

Sample 1 14.9 11.3 13.2 16.6 17 14.1 15.4 13 16.9 

Rank Ri 7 1 4 12 14 5 10 3 13 

Sample 2 
. Rank 

15.2 
8 

19.8 
18 

14.7 18.3 16.2 21.2 
6 15 11 19 

nl = 9, n2 = 10, U = 66.00, Z = 1.71 

I STEPi INSTRUCTIONS INPUT 
DATA/UNITS 

1 Enter program 
...JL 

2 Initialize 0 I STO I I 0 

I BST I I 
3 Store "2 ", STO 

.,r 
2 

4 Perform 4 for i = 1,2, ... , "1 Ri RIS 

5 Compute U and z GTO 1 

RIS I 
6 For a new case, go to 2 

18.9 12.2 15.3 
16 2 9 

KEYS 

I STO 1 , 

I 
I 

1 RIS 

II I 
".1 I 

19.4 
17 

OUTPUT 
DATA/UNITS 

0.00 

• 
I 

U 

z 
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EAN-saUARE SUCCESSIVE DIFFERENCE 

When test and estimation techniques are used, the method of drawing the 
sample from the population is specified to be random in most cases. If 
observations are chosen in a sequence Xl, X2, ..• , Xn, the mean-square 
successive difference 

n-1 

T/ = L (Xi - xi+d2 

i= 1 

n 

can be used to test for randomness. 

If n is large (say, greater than 20), and the population is normal, then 

1 - 1'")/2 
Z = ---r=-=",===;;;;==­

n-2 

n2 
- 1 

has approximately the standard normal distribution. Long trends are 
associated with large positive values of z and short ocillations with large 
negative values. 

Reference: . 

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill, 1969. 
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DISPLAY KEY DISPLAY KEY 
REGISTERS ENTRY ENTRY LINE CODE LINE CODE 

00. 25. 04 4 Ro 

01. 26. 22 x-::'y R, 

02. 83 27. 81 • R2 • -• 

03. 06 6 2B. 84 RIS R3 
~R. 04. 22 x-;t.y 29. 02 2 

05. 51 30. 81 • Rs -- • 

06. 31 f 31. 01 1 Rs 

07. 34 LAST X 32. 22 x-::'y R7 

OB. 33 STO 33. 51 - Ra 

09. 83 • 34. 34 RCL R. 

10. 06 6 35. 83 • R.o n 

11. 11 :E+ 36. 00 0 R., :Ex; 

12. -00 GTO 00 37. 02 2 R.2 :Ex;2 . 

13. 32 9 3B. 51 - R.3 :E(x; - X;+l) 

14. 33 s 39. 34 RCL R •• :E(x; - X;+1)2 

15. 32 9 40. 83 • R.s Used 

16. 42 x2 41. 00 0 R.6 xi 

17. 34 RCL 42. 32 9 R.7 0 
lB. 83 • 43. 42 x 2 R.a 0 

19. 00 0 44. 01 1 R •• 0 
20. 01 1 45. 51 -
21. 51 46. 81 • - -• 
22. 71 x 47. 31 f 
23. 34 RCL 4B. 42 Vx 
24. 83 49. 81 • • -• 

Example: 

For the following set of data 

{ 0.53, 
0.06, 
0.63, 
0.24, 

n= 30 
1/=2.81 

0.52, 
0.14, 
0.20, 
0.57, 

z = -2.29. 

0.39, 
0.16, 
0.67, 
0.35} 

!STEP INSTRUCTIONS 

1 Enter program 
. . .. --

2 Initialize 
.. 

3 Input Xl 

4 Perform 4 for i = 2, 3"", n 

5 Compute 17 and z 
... 

6 For a new case, go to 2 

0.49, 0.97, 0.29, 0.65, 0.30, 0.40; 
0.68 0.22, 0.68, 0.08, 0.52, 0.50, 
0.44, 0.64, . 0.40, 0.97, 0.03, 0.73, 

INPUT KEYS OUTPUT 
DATA/UNITS DATA/UNITS 

,L I I 
I 9 I I CL'R II BST II I 0.00 

. 

x, ~ ~+ 1.00 

RIS • X· I I 

GTO 1 3 
IL 

RIS 'I 
. 

RIS II II I z 

~ 



INDEX 

Analysis of Variance 85 

Bartlett's Chi-Square Statistic 106 
Bayes Formula 10 
Behrens-Fisher Statistic 108 
Binomial Distribution 64 
Biserial Correlation Coefficient 
Bivariate Normal Distribution 

Chi-Square Density Function 
Chi-Square Distribution 50 
Chi-Square Evaluation 98 
Combination 8 

110 
58 

48 

100 

Complementary Error Function 18 
2 x K Contingency Table 102 
2 x 2 Contingency Table 104 
Correlation Coefficient 32 
Covariance 32 

Differences Among Proportions 116 

Error Function 18 
Exponential Curve Fit 76 

F Distribution 52 

Gamma Function 
Generalized Mean 
Geometric Mean 

14 
28 

24 

Harmonic Mean 26 
Hypergeometric Distribution 70 

Incomplete Gamma Function 16 
Inverse Normal Integral 46 

Kendall's Coefficient of Concordance 118 
Kruskal-Wallis Statistic 121 
Kurtosis 34 

Logarithmic Curve Fit 79 
Logarithmic Normal Distribution 60 

Mann-Whitney Statistic 124 
Mean 22 
Mean-Square Successive Difference 126 
Moments 34 
Moving Average 30 
Multinomial Distribution 73 

Negative Binomial Distribution 68 
Normal Distribution 44 

One Sample Test Statistics for the Mean 93 

Paired t statistic 88 
Partial Correlation Coefficients 40 
Permutation 6 
Poisson Distribution 66 
Power Curve Fit 82 
Probability of no Repetitions in a Sample 

Random Number Generator 20 

Spearman's Rank Correlation Coefficient 113 
Skewness 34 
Standard Deviation 22 
Standard Error 22 37 
Standardized Scores 42 

t Distribution SS 
t Statistic for Two Means 90 
Test Statistics for Correlation Coefficient 96 

Weibull Distribution Parameter 
Calculation 62 
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