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Introduction 3
INTRODUCTION

Programs for your HP-65 Stat Pac 2 have been selected from the
areas of general statistics, distribution functions, curve fitting,
analysis of variance, test statistics, probability, quality control and
queueing theory.

Each program includes a general description, formulas used in the
program solution, user instructions, and numerical examples. Pro-
gram listing and register allocations are given in the back of the Pac.

Several programs included in this Pac were written based on
programs submitted to the HP-65 Users’ Library. We wish to
acknowledge the following contributors:

Vernon J. Poehls for Moving Averages (Order 2 to 8),

Thomas L. Ward for Erlang Distribution,

Miles C. Collier for Geometric Curve Fit,

Robert S. Savage for Gompertz Curve Fit,

Robert E. Sherman for 3 x K Contingency Table,

A. Oscar H. Roberts for Fisher’s Exact Test for a 2 x 2 Contingency
Table.

Special thanks are also due Norbert S. Jagodzinski, William M.
Kolb and A. Oscar H. Roberts for their helpful discussions and
suggestions. In addition, we wish to extend our appreciation to
Prof. Thomas J. Boardman and Dr. Nancy L. Ferguson for reviewing
this Pac and making valuable comments.

We hope you find the HP-65 Stat Pac 2 a useful tool for your
computational work, and welcome your comments, requests and
suggestions—these are our most important source of future user-
oriented programs.
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FORMAT OF USER INSTRUCTIONS

The completed User Instructions form is your guide to operating the
programs in this Pac.

The form is composed of five columns. Reading from left to right,
the STEP column gives the instruction step number.

The INSTRUCTIONS column gives instructions and comments
concerning the operations to be performed. Steps are executed in
sequential order except where the INSTRUCTIONS column directs
otherwise.

Normally, the first instruction is “Enter program”, which means
load the prerecorded magnetic card (for instructions of loading a
card, see “Entering A Program” on P. 7).

Repeated processes, used in most cases for a long string of input/
output data, are outlined with a bold border together with a
“Perform” instruction.

The INPUT DATA/UNITS column specified the input data to be
supplied, and the units of data if applicable.

The KEYS column specifies the keys to be pressed. [#] is the
symbol used to denote the key. All other key designations
are identical to those appearing on the HP-65. Ignore any blank posi-
tions in the KEYS column.

The OUTPUT DATA/UNITS column may show counters, inter-
medtate or final results.

The following is an example of User Instructions (for the Weibull
Distribution Parameter Calculation program).

STEP . INSTRUCTIONS pataumms  KEYS | OUTRUT
1 f Enter program [::] :
- 2 B lr;éut samrpr)ﬁle size nW ‘ n 7 [:7
3 Perform3fori=1,2,..n xi Ce 1] i
4 Compute a and b (any order) E:] a

5§  Computer? E r_2
6 For a new case, go to 2 [:

STEP 1: The first step in all programs is to enter the program into
the calculator.

STEP 2: Input the sample size n and press the [[§ key.
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STEP 3: This is a loop for input data. The first time through the
loop, the dummy variable i takes the value 1; the second time, i takes
the value 2; etc.

STEP 4: After all the data have been entered, press the [g key to
compute a and press the [f] key to compute b. The order of using
these two keys is immaterial.

STEP 5: r? will be displayed after pressing the [@ key.

STEP 6: This step gives instructions for starting a new case. In this
example, return to step 2.
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THE PRERECORDED MAGNETIC CARDS

The prerecorded magnetic cards supplied with this Pac incorporate a
shorthand set of operating instructions. In some cases, it is possible
to run the program without referencing the manual after the program
has been used once. The following is a typical prerecorded magnetic
card shown in the window slot of an HP-65.

[

LOFF TN ON W/PRGM Il RUN

A A. AY ANA ‘.. A A ‘

A B C D E
Doo0a
& X<y =y W x>y 4

The dot @ in front of the program title indicates that in order to run
this program, you have to refer to the manual for more user instruc-
tions. If the dot is not presented, then the card itself contains all
the information.

Above the [[§ key are the input data x;; and the output xij2 separated
by a symbol », which means “calculate”. Therefore key in x;;, press
B and x;;2 will be computed and shown in the display. After enter-
ing all the data through the [[§ key (refer to the manual for detailed
user instructions), press [ to calculate RS;. The key works in the
same manner. There are two outputs associated with the [5] key.
Pressing Y will initiate the calculation of F 1, then press B key to
get the second output df,. The @ key works in the same manner as
the [} key.

In general, execution of user definable keys is from left to right,
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ENTERING A PROGRAM

From the card case supplied -with this application pac, select a
program card.

Set W/PRGM-RUN switch to RUN.

Turn the calculator ON. You should see 0.00

Gently insert the card (printed side up) in the right, lower slot as
shown. When the card is part way in, the motor engages it and passes
it out the left side of the calculator. Sometimes the motor engages
but does not pull the card in. If this happens, push the card a little
farther into the machine. Do not impede or force the card; let it
move freely. (The display will flash if the card reads improperly. In
this case, press and reinsert the card.)

When the motor stops, remove the card from the left side of the
calculator and insert it in the upper “window slot” on the right side
of the calculator.

The program is now stored in the calculator. It remains stored
until another program is entered or the calculator is turned off.
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PARTIAL AND MULTIPLE
CORRELATION COEFFICIENTS

PARTIAL AND MULTIPLE Q
CORRELATION COEFFICIENTS ~ STAT 2-01A S
@ r2 s r23 »r.3010p1L PR1.>R2.PR3. rr’ﬂ

The partial correlation coefficient measures the relationship between
any two of the variables when all others are kept constant. Although
this program uses the notations for the case of three variables, other
cases of more than three variables can be handled as well.

Any higher order partial correlation coefficient can be computed by
using this program (it might be necessary to run the program more
than once), if correlation coefficients 1y, 1;3, 13, - - - are given.

The multiple correlation coefficient measures the relationship
between three or more variables. A multiple correlation coefficient
lies between O and 1. The closer it is to 1 the better the linear
relationship between the variables. Zero indicates no linear relation-
ship but a non-linear relationship may exist.

Equations:

1. For the case of three variables, the partial correlation
coefficient between X; and X, keeping X; constant is

Ty3 =Ty3073

V(1 -122) (1 =125%)

I12.3 =

where r;; denotes the correlation coefficient of X; and X;.

T13.2 and 123.; can be found by appropriately changing the
subscripts in the above formula.

2. For the case of three variables, the multiple correlation coeffi-
cient between X, and X, , Xj is

2 2
_ T12” ¥ 1137 = 21457313
Ri.23 = " "
—T23

Rz.13 and R;3.;, can be found by changing the subscripts in
the formula.




Notations used on magnetic card:

References:
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.3 I12.3,Te2 TI13.2,1.0 02343

Rl.=R1.23,R2.

=R2.13’R3.

=Rj3.12

1.  S. Wilks, Mathematical Statistics, John Wiley and Sons, 1962.

2.  D. Morrison, Multivariate Statistical Methods, McGraw-Hill,

1967.

3. M. Spiegel, Theory and Problems of Statistics, Schaum’s Qut-

line, McGraw-Hill, 1961.

:

3 Compute partial coefficients

5 .Foranew case, go to 2 and

change appropriate data.

4 Compute multlple coefficients

r13

23

; ] INPUT I OUTPUT
STEP | INSTRUCTIONS | DATA/UNITS KEYS | DATA/UNITS
1 Enter program :]
2 linput the data in any order r” -:]

-[fT
{Il[:
[I][:]
o1
| | —

lIl:]L

CeJl ]

)
-

Example:

Find the partial and multiple correlation coefficients if r, , = -0.96,

3= —0.1, I3 = 0.12.

Keystrokes:

96[cus| -1 [crs| @ 12 E

Yy

\J

 J

—
_—

096 (r12.3)
0.05 (r13.2)
0.09 (123.1)
0.96 (R;.23)
096 (R5.13)
0.13 (R3.12)
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MOVING AVERAGES
(ORDER 2 TO 8)

“MORDER TS STAT 2-02A §
@ INIT »Xn g

Given a set of numbers{x,, X2 5 ooy Xns Xt 1s }, this program finds
the moving averages{in, Xn+1s ...}of order n (2 <n<38).

Equations:
X; t X, + Xy
n =
It
_ X2 X3+ Lt x, X4,
Xpn+1 =
n
etc.
Remark:
nis an integer and 2 <n < 8.
INPUT OUTPUT
STEP l INSTRUCTIONS DATA/UNITS DATA/UNITS
1 | Enter program :
— — _ P
2 ! Switch to W/PRGM mode 00 00
 F [ - .
3 ' Enter STO n" into program ;
— Ly SO
4 Switch to RUN mode k
SR JE i o]
S ' Initialize 0.
6 Perform6fori=1,2,..,n : X; i
7 Compute the average Xn
8 | Perform8fori=n+1,n+2,. X; X
9 For a new case, go to 1
o R E—
. * n should be replaced by an
: integer between 2 and 8. [
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Example:

Find the moving averages of order 5 for the following numbers:
<:11.1, 12.3,13.0,149,155,16.2,17.5,18.1, 19.8}

Keystrokes:

Enter program

Switch to W/PRGM mode
Press @

Switch to RUN mode

B — 0.
11.1 RIEABEY 14155 BR— S.
(B | > 13.36 (Xs)
162 283 —> 14.38 (X)
175083 > 1542 (X,)
18.1 —» 16.44 (X3)

193 B3 > 17.42 (X,)

11
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HISTOGRAM (12 INTERVALS)

( *HISTOGRAM (12 INTERVALS)  GTAT 2.03A =
pe1
g 8

This program sorts input data into twelve intervals of equal width
between specified upper and lower limits. The input data may be
supplied manually or generated by a subroutine.

The twelve intervals are displayed three at a time by recalling the
contents of registers Ry, R,, Ry and R,. Every three digits to the
right of the decimal point represents the number of counts in the
corresponding interval. For example, if 0.b;b,b; represents the
contents of register R, then each of by, by, by is a three-digit
number and by, b, , bs are numbers of counts in intervals 1, 2, 3.

The main program calls subroutine E to obtain data. The code
following @ may be as simple as which would
accept user inputs or it may be a random number generator to be
tested. Registers R;, Rg and 20 program steps are available for the
number generator.

Equation:

The program maps the domain X, < x < X a2y (values outside this
domain will be ignored) onto the range 1 <y < 12. The mapping is

defined by
X = Xmi
y=1+Int 12 — "7
Xmax ~ Xmin

y = interval number

where

X = input data
Xmin = lower limit of histogram
Xmax = upper limit of histogram

Int = integer part of

Remark:

Because each interval is represented by only three digits, overflow
from one interval to the next lower interval will occur if there are
more than 999 counts in that interval.
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T
STEP - INSTRUCTIONS

KEYS OUTPUT

1 Enter program

2 Change display format

3 Initialize
4 Input lower limit
upper limit

5 For user input data, go to 12
6 Modify subroutine E

Switch to W/PRGM mode

Key in the number generator

Swnch to RUN mode

7 | Compute histogram

8 Stop whenever desired

9 Dlsplay histogram

intervals 1 to 3

intervals 4 to0 6

intervals 7 to 9

intervals 10 to 12

10 Optlonal continue computa-

11 For anew case, go to 1
12 iStart computation for user

E—

"inputs

Itnon, go to 7 or 12 {user inputs)
s l .

DATA/UNITS
o]
| —
[ Rea]
S0l 5]
s 5]
-]
[Tl £ ]

[Rm](As]
N ]
) |
-E 0.b, bz bs

ReL][ 2] - 0.bs bs bs |
[RELIC 5] o660, |
TR 0.0 b0, 010
i —
——]
L1
o —

13 Perform 13 for all data x

14 Goto9

* One piece of data might be

lost or counted twice.

:]l:]
:]EJ
|

1 N |
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Example 1:

Compute a histogram of the following data with X0 =0, Xmax = 24.
{18.1, 14.3, 84, 0.7, 20.2, 26, 14, 17.2, 24, 8.8, 5.7, 13.2, 22.1,
15.7,18.9,23}

Keystokes:

E=3 (-] (1] [Reg] o [5T0) (5] 24 (5T (6]
1. 143083408

23 » 0.000000001
] » 0.001000001
(bl=1,b2=0ab3=1)
(2] » 0.000002000
(b4 =O,b5 =2’b6 =0)
(3] —» 0.001003001
(b;=1,bg=3,by=1)
(4] —» (.002001002

(bio =2,b;; =1,by, =2)

HISTOGRAM

0O 2 4 6 8 10 12 14 16 18 20 22 24
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Example 2:
Test the uniform (0, 1) random number generator
Xn+1 = Frac [29 x, ]
using the starting value xo =0.2510637948 with Xin =0, Xmayx = 1.2.

(Use the register R, to store the random number.)
Note:

Xmax = 1.2 instead of X, ,4 =1 is used in order to have 10 intervals
between 0 and 1. Frac = fractional part of.

Keystrokes:

E=R (- ][9] (] [Reg] o [sTo](5] 1.2 [STo) (6] A
Switch to W/PRGM mode

53 (9] [oeL] [Rec] (7] 29 [x] [ [INT] (870) (7]
Switch to RUN mode

0.2510637948

Let the program run for about 10 minutes.

(Note: you probably will not get the following answers, values
depend upon the amount of time the program runs.)
R/S

[reL] (4] » 0.027029027
(by =27,b, =29,b3 =27)
[ReL] (2] —» (0.022028022
(bs =22,bs =28,bg =22)
[re] (3] » 0.024037026
(b; =24,bg =37, by =26)
(ReL] (4] » (.030000000
(b1o =30, by; =0,by, = 0)
HISTOGRAM
40 4+
30L Em
20} — [
10 4+
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F DISTRIBUTION WITH
ODD DEGREES OF FREEDOM

FBICAIRUPHIEEOSR"  STAT 2-04A1 ﬂ

B v vy XPA(Va)

FOFCREES OFLNITHERD  STAT 2-04A2 .
t@j »Q(x) )

This program evaluates the integral of the F distribution

v v
1 1
1

(5 ()
o r 3 y o
Q(x)=f :
v, v, v, 2
")) ()

for given values of x (>0) and degrees of freedom v,, v,, provided

that both v, v, are odd integers.

4

dy

Q(x)
o] X >~
Equations:
Qx)=1-A@,)+B(,1)
'2
—{6+sin6 cos @ 1+—2— cos? 0+ ...
m 3
2-4 .. (V2 —3) v, -3
= e 1776 fi >1
A@2)= 3 35,0 o2
36— forv, =1
T




B(”l3”2)= 9
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V2—1 )
A=) .
N 2 /7 _ sinfcos”2 0 |1+ 3 sin? 8 +...
v
N F<—23>

where

. (2 + 1)y +3)...(v; + v, —4)sin”1 730
35 .. (v -2)
forv, > 1
LO forv, =1

6 =tan™! i x
Vs

X SIERORC

Remark:

and F<%> =\r .

After execution of the program, the calculator is in RAD mode.

References:

1. Abramowitz and Stegun, Handbook of Mathematical Func-
tions, National Bureau of Standards, 1970.

2. For v,

even or v, even (or both), see HP-65 Stat Pac I,

STAT 1—14A, F Distribution.
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INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
1 Enter program on card 1 EE
2 Input numerator degrees of | :”:]
o Seremmetordegeot )
freedom N o e
3 inputx oo e A
S S — - B s SRR
4 Enter program on card 2 i ‘ |:“:] :
R o — i e
5 Contmue calculatlons ! I: Q(x)
R SR _ S R -
6 |Fora dlfferent x, enter EE
program on card 1 and goto 3. * DD i
7 F t :
or a new case, go to 1 i !:“:”
Example 1:
If v, =3,v, =5, find Q(x) for x =0.907 and x = 5.

Keystrokes:

Enter program on card 1

s@AsB3 073

Enter program on card 2

Enter program on card 1

] C |

— 0.50 (Q(x))

Enter program on card 2

— 0.99 (A(r;))

Example 2
If vy =1,v, =15 find Q(x)

Keystrokes:

Enter program on card 1

for x = 3.07.

» 0.06 (Q(x))

I A B8] & kX C |

Enter program on card 2

— 0.90 (A(7;))

> 0.10 (Q(x))
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ERLANG DISTRIBUTION
(GAMMA DISTRIBUTION)

(GAMMA DISTRIBUTION)y ~ STAT 2-05A
r >m»02>M xpf(x) XpP(x)

(o

This program evaluates the n-phase Erlang density function f(x) and
the cumulative distribution function P(x). The mean, variance and
mode are also computed.

The n-phase Erlang distribution is a special case of the gamma distri-
bution with the shape factor being an integer n. If n= 1, the expo-
nential distribution is obtained.

f(x)
A

P(x)

Equations:

Anxn—l _
f(x)=(—n_1)! g~hx

where x > 0, A > 0 and n is a positive interger.
X n-1 i
= — -Ax O\x)l
P(x)—J. ft)ydt=1-e ET

0 i=0

mean m = n/A
variance o? =n/\?
mode M=(n-1)/A
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Remarks:
1. n<70for f(x)

2. (" <109 for f(x) and P(x).

Reference:

R. B. Cooper, Introduction to Queueing Theory, Macmillan, 1972.

INPUT | OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS

1 Enter program [:]
2 nputn | o A

— — 4 e -+

3 Ifi&n A A i - :. i
H - —_———— - 4 —— S ——— N + P —
4 ;Compute the mean ! [j m
T hevariance (] @

7 the mode o o C ‘ M

5 Compute f(x) % [ ) e

6 :ComputerP(;) X E P(x)

7 iFor anewx,goto5or6 [:[:]

8 iFor a new case,goto 2 or 3 [: ;

Example:
Compute f(x) and P(x) forn =2,A=0.5 and x = 10.

Keystrokes:

2358 » 4.00 (mean)
» 8.00 (variance)
» 2.00 (mode)
103 » 0.02 (f(x))

03 > 0.96 (P(x))
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GEOMETRIC CURVE FIT

GEOMETRIC CURVE FIT STAT 2-06A
g INIT Xihypi »arb »r2 x>y

W03

This program fits a geometric curve

y = ab*
to a set of n data points

{(xi, yisi=1,2, ...n }

where

y; > 0.
By writing the equation as

Iny=lna+xlnb

the problem can be solved as a linear regression problem.

Equations:
1.  Coefficients

Zx; 2 Iny;
2x;Iny; - SAEAY
_ n
b =exp =)’
Exiz -
n

Zlny; Zx;
a=exp[ i -Inb —':,
n n
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2.  Coefficient of determination
Zx; 2 Iny;
Zx;Iny; - ———
n
= ] 2 2
,  (Zx) (1 v )? (Zhy;)
X" =———— (ny))* - ———
n n
. A .
3.  Estimated value y for given x
A
y = ab*
Remark:
n is a positive integer and n # 1.
Reference:
S. B. Richmond, Statistical Analysis, Roland Press Co., 1964.
INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
1 Enter program ! I:E
2 | Initialize a1
3 Perform 3 fori=1,2,..., n Xj :]
v Ce ]l ] i
4 Compute the coefficients S a
| Cedr_1 b
T
§ | Compute r’ E[:l r?
6 Compute the estimated value ¥ X [I][___—_] J
7 For a different x, go to 6 [:I[:]
8 For a new case, go to 2 i S[: 1
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Example:

Find the geometric curve fit to the following data and compute the
estimated values at x = 7 and x = 20.

x| 2 3 5 8 9 10 15
vi | 100 120 138 173 180 187 209

Keystrokes:

B2+w0i@3# 1208513388 8 [+
1738 9[*] 180 @ 10 [+) 187 B 15[*] 209 B— 7.00

» 101.66 (a)
> 1.06 (b)
(D ] » 0.90 (r?)
3 > 150.17
(Yatx= 7)
20083 > 309.94
(¥ at x = 20)
y

f i i X
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GOMPERTZ CURVE FIT

*GOMPERTZ CURVE FIT STAT 2-07A §
@ Yi#Vn+it H

Yoneipi »a »b »c x»§ o

This program fits a Gompertz curve to a set of data points {(i, yi),
i=1,2, ..,n, .. 3n}. Data points are divided into 3 groups, each
having n observations. The x’s should be equally spaced and y; > 0.

Equations:

The Gompertz curve is given by the equation
y=c a®"
or
Iny=lnc+b*Ina

where X, y, a, b, ¢ are positive.

y

y
254 251
20 2014 a=1.2 b=1.3 ¢c=5.5
15+ 1
=6.5 b=0.1 c=1
10 a 0.1 ¢c=15
5
+ +—a X e + - X
Y 5 10 o 5 10
1 y
25 251
20+ 201
15+ a=0.1 b=0.5 ¢=30 15+ a=0.75 b=1.5 c=50
10 104
5 51

—— X
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Let
- b" - 1
Sl:Zl Iny;=nlnc+b(na) |
i=
2n b =1
S, = 1 .= + n+1 -
2 Z ny;=nlnc+b (In a) .
i=n+1
3n b =1
S3=.Z Iny; =nlog c +b2"!(Ina) —
i=2n+1

then a, b, ¢ can be determined by solving the three equations above

simultaneously.
be S5 - Sz 1/n
S: -8,

= ex 1 $18;5 - 8,2
P n SI+S3—282

b-1)(S; -8,)
b (b" - 1)?

a=exp

The estimated value § = ¢ a(bx) is also computed.

Remark:

This is only one of the many ways to fit a Gompertz curve.
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S| wemorows UL e o
1 | Enter program ‘ |
2 ez [ 7 ][Res] .
3 lPerform3fori=1,2,.,n | vi [
T e
4 .Compute coefficients e 1 a
S * o s
5 Compute estimated value x Ce 7 g
6 |For adifferentx, go to 5 C i
7 Foranewcase,goto2 N .
Example:

Fit a Gompertz curve to the following table of data points and find
the predicted values for 1975 and 1977.

Year X
1960 1
1961 2
1962 3
1963 4
1964 5
1965 6
1966 7
1967 8
1968 9
1969 10
1970 11
1971 12
1972 13
1973 14
1974 15

226
244
265
287
290
317
316
362
378
417
442
461
526
566
649

‘

> Group 1
/
5

r Group 2
/
\

¢ Group 3
J
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Rearrange the data as follows (for the convenience of data entry):

Group 1 Group 2 Group 3

226 317 442

244 316 461

265 362 526

287 378 566

290 417 649
Keystrokes:
[t][REG] 226 [+#]317[+] 4421} » 1.00
244[%]316[*]461 I} » 2.00
265(%) 362[*] 526 Y — 3.00
287[*1378[*] 566 A » 4.00
290(+]417(¢J 649 A » 5.00
B » 2.99 (a)
» 1.05 (b)
D] > 74.63 (c)
16 @ » 687.06

(Predicted value for 1975)

18 @ » 843.35

(Predicted value for 1977)

600
500 +
400 1
3001
200+
100
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WEIBULL DISTRIBUTION
PARAMETER CALCULATION

anal

WEIBULL DISTRIBUTION =
PARAMETER CALCULATION ~ STAT 2-08A &
@ n xpi »a »b »r?

For a set of data {xl » X2y een) xn}, this program calculates the esti-
mates of the Weibull parameters a and b.

A common application is to use Weibull analysis for failure data
where all samples are tested to failure. To use the program, list the
items in order of increasing time to failure.

Equations:
b
f(x) =abx®~1e® a>0,b>0,x>0
b
F(x)=1-e™
_R;-03
1" Th104
where

f(x) is the Weibull density function,
F(x) is the cumulative distribution function,
M; is the median rank of failure data x;,
and R; is the rank of x; (i=1, 2, ..., n).
Using the median rank M; as an approximation of F(x;), a least

squares fit is performed to the linearized form of the cumulative
distribution function

In[-In(1-F(x))] =blnx+Ilna

The solution is similar to the linear regression problem, and estimates
of a and b are obtained. The coefficient of determination r? is also
computed.



Remark:

This is only one of the many ways to estimate the Weibull
parameters.

Reference:
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HP-65 Stat Pac 1, program Stat 1—-22A. Linear Regression.

STEP INSTRUCTIONS DATAUNITS KEYS DATA/UNITS

1 Enter program [—_—] :]

2 Input sample size n n ; [I”:]

3 |Perform3fori=1,2,.,n Xi [ ] i

4 Compute a and b (any order) ‘ [:] a
oL ] »

5 | Compute r? [I”:] r

6 For a new case, go to 2 [_____]:”

Example:

Compute the Weibull parameters for x;: 34, 60, 75, 95, 119, 158
(hours to failure). (x;’s must be entered in increasing order.)

Keystrokes:

634 B0 @75 B958119B 158 B— 6.00
» 0.00

E=3 () (4]

(a small number)

- (0.0001 (a)

f(x)
/
0.008 +
0.006 -
0.004 +

0.002 +

0 50

100 150

» 1.9531 (b)
» 0.9975 (1%)

e ¢
200
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WEIGHTED REGRESSION

(SPECIAL CASE)
WEIGHTEOREGRESS'ON  STAT 2-09A §
g INT Yi>i  xj»Sum; sagra, x»§ I

In the case of simple linear regression, certain assumptions are made.
Suppose the model is

Yij= a0 tarx; t g

where

i=1,..,k
j= 1, ey 14

n; = number of Y values associated with the i'? X value.

One assumption is that €;; are normally and independently distributed
with mean zero and standard deviation o. That is, the variance of Y
given X, oy lX2 ,is the same for each X and, therefore, can be denoted
by o2.

Suppose now the assumption of homogeneous variances is no longer
justified. That is, suppose we can not assume that oy x> is the same
for all X, but that we must assume

2
2 g

Oy Xi2 Y M

1
where w; are known weighting constants. In order to get the least
squares fit, we have to use the weighted regression. One particular
case in certain areas of experimentation is that ¢;? is proportional to
X, 1.€.

02 = 0% /w; = 0%x

This program finds the weighted regression line for this particular
case.
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Equations:
nj
SU,I'l‘ll = Z yij
j=1
k k n k k n
n;j X 1)
22 va) - 2 X |
ji=1 1 i=1 j=1 i=1 i=1j=1 1!
a =

k nj yu k
) IpDELH I S
i=1j=1 4 i=1
ap = -
PR
i=1 Xi

Predicted value § =35 ta;x

Remark:
Xj :# 0

Reference:

B. Ostle, Statistics in Research, lowa State University Press, 1972.

INPUT | KEYS OUTPUT

l DATA/UNITS DATA/UNITS

—ir1
3 |Perform35fori=1,2,..k LI

[4 Perform 4 for j = 1, 2,...,n; vi R i I
5 Input x; and compute Sum; Xi C Sum;

o1 -

‘ (o1
L . . . - ! .
7 Compute the estimated value § X [I]::] ' v

- . . = P
8 Foradifferentx,goto7 [:”::]

T
STEP | INSTRUCTIONS

1 i Enter program

1
o
2 . initialize }

6 | Compute regression coefficients

e — +

9  |Foranew case, go to 2 k - ) [:]
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Example:
X y
25 12 11 132
28 13.6
31 12.5 16
35 164 18 13.8 15
37 158 14
45 17 18.2 15
48 18 147
52 23 20
53 21

Suppose the variance of Y is proportional to X, find the weighted
regression line and the estimated values for x = 40 and 50.

Keystrokes:
N20181328258 » 36.20 (Sum, )
1368283 » 13.60 (Sum,)
1258 16831 > 28.50 (Sums)
1641883133 3158358 63.20 (Sum,)
1588148378 » 29.80 (Sums)
7TA1328158458 » 50.20 (Sumg)
180147848 » 32.70 (Sum,)
23832085283 —» 43.00 (Sumg)
21 @53 » 21.00 (Sumy)
D | > 5.71 (a0)
D] » 0.27 (a;)
43 4 — 16.35

(¥ for x = 40)
so@ » 1901

(¥ for x = 50)
The weighted regression isy = 5.71 + 0.27x



} 4 t
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35

10 15 20

"
T T

25 30 35 40
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POLYNOMIAL APPROXIMATION

*POLYNOMIAL APPROXIMATION ~ STAT 2-10A1 3
5 %

*POLYNOMIAL APPROXIMATION ~ STAT 2-10A2 ,3
5 g

*POLYNOMIAL APPROXIMATION ~ STAT 2-10A3 ﬂ
<

=
S &
*POLYNOMIAL APPROXIMATION ~ STAT 2-10A4 3
g =
»

Suppose Xg, X1, ..., XN are equally spaced points (Xxo < xy) at which
the corresponding values f(x,), f(x,), ..., f(xn) of a function f(x)
are known.

This program approximates in the least squares sense the function
f(x) by a polynomial of degree m, where 2 < m < 4. The special
Chebyshev polynomials for discrete intervals are used.

Equations:
Let f,(x) be the orthogonal polynomials (x =0, 1,2, ..., N) such that

fo (X)=1
f, (x)=1-§q_X and

(+1)(N-n) fy ; (%) = (2n+1) (N-2x) fy(x) -n (N+n + Dfa_1(x)
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where
n=1,2,..,.,m-1
Then let
N+n+1)! -n)!
(Fn, ) = & )!(N-n)
(2n+1) (N)?
n
(fa fn)= z: fn(j)f(xj)
j=0
and
L 0
" (fa,fa)

37

This program computes all values of (f, f,) forn=0, 1, 2, 3, 4. If the
degree m =4, all terms are used; if m =3, (f, f3) is replaced by zero
in later calculations; and if m =2, (f, f4) and (f, f5) are both replaced

by zero.

Let g,(u) be the symmetrical form of the orthogonal polynomial in

the domain -1 < u <1 such that

go(w) =1 gi(w)=u
and
_ (2n+1)N nN+n+1)
gn+1(W) ‘m ug,(u) - m gn-1(w)
where

The program computes the coefficients of the polynomial

N
Zangn(u)=b0+bl utb, u2+b3 u3+b4u4. (l)
n=0
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Then g,(u) is shifted to a proper interval between Xo and xy by
letting

u=g+ax

where

2

a:_“
XN = Xo

XN + Xo

XN —Xo

The transformation is done in two steps. F irst, let z =u - 8, thus (1)
becomes

Cotcrzte, 22 +c3z8 4+, 2° )
where
Co=bo +b; f+by B2 +b3 f° +b, §*
¢y =by +2b, §+ 3b; 52 + 4b, 83
Cy =by +3bs B+ 6b, 2
c3=b3 +4b,
cq =bg .
Then set x = oz and (2) becomes
do +dy x+d; x* +d; x3 +d, x* 3)
where
di=alc;(i=0,1,2,3,4).

(3) is the polynomial approximation for the function f(x).
Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions
National Bureau of Standards, 1970.

>

F 27 al
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INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
1 Enter program on card 1
2 Input N* N
3 Perform3 fori=0,1,..., N i+1
4 For 2nd order fit
| ' 0.00
I I e ]
or i
,,,,,,, fo— e H ]
| For 3rd order fit
i i 0.00
or
For 4th order fit ‘
I [
N+1
I T | ]
5 Enter program on card 2 i 0.00
- 4 ——en -
6 Enter program on card 3 1.00
7 Input xp }
| and Xxq -
8 Enter program on card 4
9 Compute coefficients do
; d,
t o
; | d
! ) dg
10 i For a new case, go to 1 J.

{* N = number of data points -1 |

Example:

Find a third order polynomial approximation for the following data.

xI 1 125 15 175 2 225 25 275 3

f(x)|2.72 349 448 575 739 949 12.18 15.64 20.09
(Note: f(x)=¢e*)



40 Stat 2—-10A

Keystrokes:

Enter program on card 1

8 —» 8.00

272 [ 349 ... 20.09 —» 9.00

(3] > (.00
Enter program on card 2

R/S » (.00
Enter program on card 3

R/S » 1.00
31 - 1.00 (-a)
Enter program on card 4

> -1.79 (dy)
» 703 (d;)
—» -3.85(d;)
» 1.31 (d3)
» 0.00 (d4)

The polynomial is -1.79 + 7.03 x -3.85 x2 + 1.31 x3.

257

20 +

15 +

5+
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TWO WAY ANALYSIS OF VARIANCE
(NOREPLICATIONS)

+TWO WAY
VARIANCE(NG HE EIS'CATIONS) ’;STAT 2-11A 3
[ 4
@ X xi? *RS; »>CS; d}1 @szz <

The two way analysis of variance tests the row effects and the
column effects independently. This program will generate the
ANOVA table for the case such that (1) each cell only has one
observation and (2) the row and column effects do not interact.

Equations:

1. Sums

Row RSi=Z Xj i=1,2,..,r
j

Column CS; =inj j=1,2,..,¢
i

2. Sums of squares

Total TSS = £Zx;;2 - (SZx;)? /rc

Row RSS = Z (Z xi>2 [c = (Z2x;5)* [re

i

Column CSS = Z <Z xi>2/r - (ZZx;)?/rc

i i
Error ESS = TSS - RSS - CSS
3. Degrees of freedom
Row df; =r -1
Column df, =c¢ -1

Errordf; =(r-1)(c-1)



4. F ratios
RSS
R F = ___
oW Iy dfl /
Column F, = (ilifsz /
Reference:

Stat 2—11A

ESS

df;

ESS
df,

43

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill,

1969.
STEP INSTRUCTIONS DATA/UNITS KEYS | paTA/UNITS
1 Enter program
2 linitiolize forrows
3 Input m;r;\;)e; orfrrows rfiﬁ r 7
. number of ;:::I-L;r_nns c _ c
4 : Perform4-6 fori=1,2,...,r
rs l Perform 5 forj=1,2,..,¢ Xij
6 : Compute row sums
7 Initialize for columns :
8 |Perform8-10forj=1,2,..,¢c |
F ’ Perform 9 fori=1,2,..,r Xij

— e e -

10 | Compute column sums i
11 | Compute F ratio for rows
rovx;;iegrees of freedom V l V
12| Compute F ratio for columns |
T column degrees of freedom
13 | Recall error degrees of freedom :
14 | Recall total sum of squares i ‘ E TSS
row sum of squares - - RSS
i column sum of squares CSs
! error sum of squaresﬁ”d 7 RCL E: ESS h
i

15 :IFor a new case, go to 2
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Example:
j Column
i 1 2 3 4
1 7 6 8 7
Row 2 2 4 4 4
3 4 6 5 3
Keystrokes:
[1][reG) 3 [sT0] (5] 4 [STO] [6] » 4.00
BeBAsB300 » 28.00 (RS;)
234034834808 » 14.00 (RS,)
sBeBAsQ3:A008 » 18.00 (RS3)
R/S » 0.00
D3+ 8 » 13.00 (CS,)
‘B+B3¢0 » 16.00 (CS;)
sB34Rs50 » 17.00 (CS3)
D403 0 » 14.00 (CS,)
D] » 11.70 (F,)
SST » 2.00 (df,)
E | » 1.00 (F,)
SST » 3.00 (df,)
» 6.00 (df3)
] » 36.00 (TSS)
2] > 26.00 (RSS)
(3] » 3.33(CSS)
(@] » 6.67 (ESS)
ANOVA
SS df F ratio
Row 26.00 2 11.70
Column 3.33 3 1.00
Error 6.67 6
Total 36.00
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TWO WAY ANALYSIS OF VARIANCE
(WITH REPLICATIONS)

VARIANCE (WiTh REPLICATIONS)  STAT 2-12A1
g ijk”k »C;j; »RS; Cij»i »CS;

1-AOV

TWO WAY ANALYSIS OF
VARIANCE(WITH REPLICATIONS) STAT 2-12A2 <’<S
[ »7ss  sRss  »css  miss  sESS N

m’RMS-ﬁ »F'E3 »CMSESF2 PIMSESF3

TWO WAY ANALYSIS OF
ARIANCE (WITH REPLICATIONS) STAT 2-12A3 ’o’
I
€ mdt,mudl, df,Edf, Eadf,EIdf, ERdfsEdf, »EMSESdt, &

This program generates the complete two way ANOVA table for the
fixed or mixed model with interactions. The number of observations
per cell must be equal. Let r be the number of rows, ¢ be the number
of columns, and n be the cell size. The mixed model covered by this
program is “fixed row, random column effects”. The case with
“random row, fixed column effects” can also be handled by writing
the table with the fixed treatments shown in rows. Note that only
the statistics for row effects are different for the two models (fixed

or mixed).

Equations:

1. Sums

Cell ClJ = Z Xijk
k

Row RSI = E E Xijk
k
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Sums of squares

Total TSS=) "> Xk’ - X222 xijk>2/nrc
i ]k ik
Row RSS =% (ZZ xijk)2 /nc -<ZZE xijk>2/nrc
i \i k i j k
Column ~ CSS=)" <ZZ xijk> ?/nr -(ZZZ xi,-k) 2 fnre
i \i k i ] K
Interaction ISS =) "%~ <Z xijk>2 /n -Z<szijk>2/nc
i j \k i \i k
-Z(E:zk: xijk> Ynr+ é:z; xij,> 2 nrc
Jo\d i
= TSS - RSS - CSS - ESS

Error ESS =) > Xiji 2. <injk)2/n
i j Kk i \k

Degrees of freedom

dfy =r-1
df, =c -1

dfs =@ -1)(c-1)
dfy=rc(n-1)

Mean squares

RSS
Row RMS =

df,
Column cMs = E58

df,

. ISS

Interact IMS =
nteraction it
Error EMS = ESS

dfy
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5.  F ratios
fixed model F, = %
EMS
Row
mixed model F,’= RMS
IMS
Column F, %
EMS
Interaction F3 —IE
EMS
References:
1. Dixon and Massey, Introduction to Statistical Analysis,
McGraw-Hill, 1969.
2. L. N. Gibra, Probability and Statistical Inference for Scientists
and Engineers, Prentice-Hall, 1973,
STEP INSTRUCTIONS | oaTaomirs | KEYS DATA/UNITS
1 Enter program on card 1 . [:H::]
2 | Initialize h ‘
3 |Perform38fori=1,2,..r ]
4 Perform4-7forj=1,2,.,c C ]
r5 : Perform 5 fork=1,2,...,n ‘ Xijk ::J k ]
6 Optional —correct erroneous ' [:]l:
B e [EOJ 1]
[ 7 | Compute and record cel total | el 1 o
8 . Compute the row sum E_____] RS;
9 Perform9-11forj=1,2,.., ¢ u@
[10 rerform 10 for 1= 1,21 ¢; Lol ] P
11 | Compute the column sum IIH:] Cs;
12 _ Enter program on card 2 [:H:]
*713 YInpljltinumber of rows o l r C} r ]
number of columns < L__T/it“:] c
i cell size . s 1 s
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STeEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
14 | Compute total sum of squares A ” TSS
row sum of squares - : [: RSS
column sum of squares : Css
interaction sum of squares ; [I][:I 1SS
N error sum of squar;z;_ — ESS
15 | Enter program t;';card 3 :”:]
16 |Compute rO\;v mean square “l:] RMS
17 |Fixed model—row F ratio lj o F,
row degrees of freedom [ :] df,
error degrees of freedom [::j dfy
IRk g
18 | Mixed model—row F ratio T [:I Fi'
row degrees of freedom o [: dfy
[ - interaction degrees of [:]::]
freedom :l dfs
19 | Compute column mean square i o Ej i CMS
B column F ratio " [:]‘ Fy
. column degrees of freedom ; j df,
T error.degrees of freedom :] I dfs
20 | Compute interaction mean : ':”_:_]
square ? B [i} :] IMS
interaction F ratio T ) 7[:] Fs
interaction d?gfgi?f_ iT ) | [:] ::] ]
freedom i m[: dfy
|| erordegeesoffessom  [RSJL_]|
21 | Compute error mean square T [I”:—_J EMS ]
error degrees of freedom : m'::] dfs o
22 | For anew case, go to 1 :j[:]
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Example:

3
1 4,7,5 2,3,2 5,6,4
2 l 9,8,8 8,7,5 10,8,7

Keystrokes:
Enter program on card 1
E]4ﬂ7ﬂ5ﬂﬂ » 16.00(C,,)
23302808 > 7.00(Cyy)
sBcR+«A A > 15.00(C,5)
» 38.00 (RS,)
oBlsB3s3 8 » 25.00(C,,)
s’R3s-A08 > 20.00 (C;,)
AR Al A]ls] » 25.00(C,3)
> 70.00 (RS,)
16325808 > 41.00(CS,)
B8 » 27.00 (CS,)
5832808 » 40.00 (CS;)
Enter program on card 2
o) r/s Kk r/s Kl r/s [ A » 96.00 (TSS)
a » 56.89 (RSS)
» 20.33 (CSS)
D] —»> 1.44 (ISS)
a » 17.33 (ESS)
Enter program on card 3
A ] 56.89 (RMS)

For fixed model:

EA— 3938 (F,)
B3 — 12.00 (df,)

or

For mixed model:

8] 78.77 (F,")
EB3—— 1.00@df,)
EB——— 2.00 (df;)
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» 10.17 (CMS)
» 7.04 (F,)
— 2.00 (df,)
R/S » 12.00 (dfy)
D | » 0.72 (IMS)
» 0.50 (F3)
» 2.00 (df3)
» 12.00 (dfy)
E | » 1.44 (EMS)
R/S > 12.00 (dfy)
Cell Totals
j
i 1 3
1 16 15
2 25 20 25
ANOVA for fixed row, fixed column effects
SS MS df F
Row 56.89 56.89 1 39.38
Column 20.33 10.17 7.04
Interaction 144 0.72 0.50
Error 17.33 144 12
Total 96.00
ANOVA for fixed row, random column effects
SS MS df F
Row 56.89 56.89 1 78.77
Column 20.33 10.17 7.04
Interaction 144 0.72 0.50
Error 17.33 144 12
Total 96.00

51
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LATIN SQUARE

sLATIN SQUARE STAT 2-13A1 C
B x »Sum  »SS  »CSS  »TiISS 4

LATIN SQUARE STAT 2-13A2 §
-
[ElPRMSIF, »CMSSF, »TIMSIF; PReMS  bdtpdf, ®

A Latin square design is an incomplete three-way layout in which all
the three factors are at the same number n of levels and observations
are taken on only n? of the n® possible combinations. The program
generates the complete ANOVA table for the Latin square design.
The analysis tests the effects of the rows, the columns and the
treatments.

Example of a 3 x 3 Latin square

j Column
i 1 2 3
1 A B C
Row 2 C A B
B C A

A, B, C are the three different treatments. x;; represents the value in
the ith row and the jth column. In the above example, x5, which
belongs to the second treatment B, represents the value in the 374
row and the 15t column.

Equations:

1. Row sums

RSi=ZxU i=1,2,...,n
i

2. Total sum of squares

TSS = szijz -
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3. Row sum of squares

..2
Rss=%2<2xﬂ)2 _Lz_z):,;)

i \j n

Similar formulas can be obtained for column sums CS;, column sum
of squares CSS, treatment sums TrS; and treatment sum of squares
TrSS.

4.  Residual sum of squares

ReSS = TSS - RSS - CSS - T1SS
5.  Degrees of freedom

df; =n-1

df, =n? —=3n+2

6.  Mean squares

RSS
RMS = 22
df,
CSS
CMS =
df,
TrSS
TIMS =
f af,
ReSS
ReMS =
¢ af;
7. F ratios
_ RMS
' 7 ReMS
_ CMs
27 ReMS
_ TiMS
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References:
1. Dixon and Massey, Introduction to Statistical Analysis,
McGraw-Hill, 1969.
2. H. Scheffé, The Analysis of Variance, John Wiley and Sons,
1970.
STeP INSTRUCTIONS DATA/UNITS I KEVS DATA/UNITS
1 Enter program on card 1 : :]:]
2 ntitin for s e
3 . Perform 35 fori= 1,2,...,n : E:”:_]
E Perform 4 forj=1,2,..,n Xij : E:J 1 i ]
5  Compute row sums i [_B—l [——I ‘ RS;
6 i Compute total sum of squares | [:::I TSS
T —r;w;um ;);;quares a ‘ ) o [: 7R§5~—~~—~
7 ; | Iriugla;lze forrcrolum;srl:lms o T@C] ”0.700’ o
8 | Perform810forj=1,2,.. n ‘[:[[:]
Ii |Perform9 fori=1,2,..,n i Xij i[:j‘ i ]
10 | Compute column sums : [::l Cs;
11 | Compute total sum of squares i Ej TSS*
column sum of sqi;;res o ‘ @’D’ 7C;S ]
12 |linitialize for treatmeht sums : @[: 0.00
13 [Perform 13-16fork =1,2,.., n 0
Ij4 Perform 14 for x;; in treatment K Xij 1 [:l ]
15 {Compute the treatment sums : I:::l TrSy
16 | Compute total sum of squares ! :‘ TSS*
) treatment sum of squar;s o Ej':] ”'>I'rSS
. residual sum of sqi:ief , ‘ o i@z ReSS
17 |Enter program on card 2 ‘ : [::”:
) 18__C_or:pu_te ;;);;ﬁ_ean square . L B } E[: RMS
F ratio f;r _!'_O:NS T 1} +:T F,
“197 Egr;\:ute ct;litjrr;;mean squa;;i T i JT ﬁi Clr\)i;" o
| - — [ e —— -
F ratio for columns 1 i !:IL,,,, Fz ]
20 Compute treatment mean 7 \T EEE
square B TE TMs |
] Ml;'ire;no for treatments o 7 E] 7”F: 7 )
»7;1 Compute residual mean squarev ‘7 o o E[:; ﬁeMS
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STEP ! INSTRUCTIONS o A}'m;ns | Kevs P Qureut
22 ; Compute degrees of freedom [j:”:] df,

. ,:, e o, ]
| 23 Foranewcase,gotol | ![ )
I L L.—__JL_—j

*if th[s TSS does not agree : [—__:Hj_] :
: ' with the one computed in step :]l:j T
6, go to step 2 and rrestart the A [_7__—_”:]. T
T icalculations. " R ‘_ ~ ) ]
Example:
j
i 1 2 3
1 .194 73 1.187
A B C
2 758 311 589
C A B
3 369 558 311
B C A
Keystrokes:

Enter program on card 1
(Regl.1o4@ .73 1.187@E — 2.11 (RS))
75s@311 @588 8 » 1.66 (RS;)

300@s558s@311308 -» 1.24 (RS;)
0.76 (TSS)

» 0.13 (RSS)

\j
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R/S > 0.00

199 758 B3¢0 8 » 1.32 (CS,)
WEY A JEIOE A IREE A I 6 | —» 1.60 (CS;)
118735890 @31:1 38 » 2.09 (CS3)
» (.76 (TSS)
B » 0.10 (CSS)
R/S » 0.00

199@31@33A08

» 0.82 (T1S,)

i) ~ TN A K1Y 2 B &

> 1.69 (TrS;)

1.1878.75s @ sss @A B

» 2.50 (T1S;)

» (.76 (TSS)
E | » 0.47 (TrSS)
» 0.05 (ReSS)
Enter program on card 2
(A ] - 0.06 (RMS)
» 233 (F,)
B ] » 0.05 (CMS)
B | — 1.84 (F,)
» 0.24 (TtMS)
» 8.70 (F3)
D] —» 0.03 (ReMS)
[ E | » 2.00 (df,)
E | » 2.00 (df;)
ANOVA Table
SS df MS F
Row 0.13 2 0.06 233
Column 0.10 2 0.05 1.84
Treatment 0.47 2 0.24 8.70
Residual 0.05 2 0.03
Total 0.76
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ANALYSIS OF COVARIANCE

(ONE WAY)

N

'ANALYS(I(S)NOEFVCIZQ%ARIANCE STAT 2-14A1 §
B =+ ssum  »ss »df - _-.J
—

d OANALYS(IgN%F vﬂ)vv)ARIANCE STAT 2-14A2 §
S =+ »i »TSPrASPPWSP - *
J
~

d oANALY?gSNCE)I:” (I:\(e\)IARIANCE STAT 2-14A3 18>
g »SS§ PAMSPPWMSY »F >dfzrdf, &

J

The one way analysis of covariance tests the effect of one variable
separately from the effect of the second variable if the second vari-
able represents an actual measurement for each individual (rather
than a category).

Suppose (x;j, yj;) represents the jth observation from the ith popula-
tion (i=1,2,..,k,j=1,2, .., n;). Note that samples may have equal
or unequal number of observations. The analysis of covariance tests
for a difference in means of residuals. The residuals are the differ-
ences of the observations and a regression quantity based on the
associated second variable. The analysis of covariance procedure is
based on the separations of the sums of squares and the sums of
products into several portions. This program will generate the com-
plete ANOCOV table.

Equations:

1. Sums and sums of squares

SX =) x; i=1,2,..,k)
i

(szij)2

n;j

TSSx =% injz -



2.

3.
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ASSx = Z < j - _ (Z2xi5)
i 3o

i

WSSx = TSSx — ASSx

Degrees of freedom

df; =k -1
df, =) m-k
i

Mean squares and F statistic

ASSx
AMSx =
Sx ar,

WSSx
WMSx =
Sx T

= AMSx with degrees of freedom df , df,

Fy

By changing x;; to yj;, similar formulas for y;; can be obtained

4.  Sums of products
(ZZx;) (ZZyy)

TSP = szij Yij - Z
ny
i
S % <z y>
ASP = Z < i > j _ (szij) (zzyij)
i M Do
i

WSP = TSP - ASP
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TSSY = TSSy -

Residual sums of squares

(TSP)?
TSSx

2
WSS$ = wssy — WSP)©

WSSx

ASSY = TSS§ - WSS9

Residual degrees of freedom

df; =k -1

dfg =) " mj-k-1
i

7.  Residual mean squares and F statistic

ASSH
AMSY =
TS
WSSy
WMS$ =
AT
AMSY
= with degrees of freedom df;, df,
WMS9 g »Cla
ANOCOV Table
Residuals
degrees of degrees of A A L
freedom SSx SP  SSy freedom SSy MSy F statistic
Among means | df,  ASSx ASP ASSy dfy  ASS§ AMSY F
Within groups df,  WSSx WSP WSSy df, WSSy WMSH
Total TSSx TSP TSSy TSS§




Remarks:

1.
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61

Fx can be used to test if the X means are equal (ANOVA

for X).

Fy can be used to test if the Y means (not making use of the X
values) are equal (ANOVA for unadjusted Y).

In order to get more accurate answers, intermediate results
(TSSx, WSSx, TSSy, WSSy) should be recorded and entered to
as many decimal places as possible.

Reference:

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill,

1969.
STEP INSTRUCTIONS DATA/UNITS KEVS DATA/UNITS
1 Enter program on card 1 [:][:I
2 | Initialize T
3 | Perform 36 fori=1,2,.,k 1
[ 4 Perform 4 forj=1, 2,..., n; Xij S i J
5 | Optional—correct erroneous Xim Xim E][:
6 Compute the sum l:] Sx;
7 Compute the total sum of ; (:]:j
squares ' — TSSx
among means sum of squares ASSx
R within groups sum of squares WSSx
8 Compute degrees of freedom - df,
i df,
and F ) R [
9 | lInitialize o T
10 |{Perform 10-13fori=1,2,..., k
[11 TPerform 11 fori=1,2....n, vii i J
12 | Optional—correct erroneous y;h Yih
13 | Compute the sum Syi
14 | Compute the total sum of
squares - L] Tssv
B among means sum of squares i [:] ASSy
within groups sum of squares] l:l WSSy
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STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
15 | Compute degrees of freedom o ] df
e, _ o IC 1|+
16 | Enter program on card 2 1 [:][j
17 |initialize |
18 |Perform 1821 for i = 1,2,..., k L1
19 |Perform 19 forj=1, 2,..., n; Xii E\
v LAl
20 |Optional—correct erroneous T
Xim« Yim Xim l:'
vio (LE L],
21 |Store sums for the ith popula- 7 ] ]
tion ] N
22 |Compute the total sum of i ]
products (SP) I S [ >
among means SP - I
within groups SP
23 |Enter program on card 3 B [:][:]
24 |Input TSSx, TSSy and com- o TE[::]
pute TSSY TSSx [:]
sy [:[ TSS9
25 {Input WSSx, WSSy and com- |:||____] N N
pute WSS) - wss« [ 1]
T wssy wss)
26 |Compute ASSS R N
27 |Compute residual mean squares | :]PiAninist_
| CEC ) wesy
28 - Compute the F statigti;: B o : F
29 | Compute the degrees of N
freedom Coll 1 o
‘ e [
30 |Foranew case, goto 1 C 1
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Example: ]
i
1 2 3
X 3 2 1
1 y 10 8 8 11
X 4 3 3 5
i 2 y 12 12 10 13
X 1 2 3 1
3 y 6 8 7
(k=3,n; =n, =n3 =4)
Keystrokes:
Enter program on card 1
(Deea3 23112808 > 8.00 (Sxy)
sB303:385:8 8 —» 15.00 (Sx,)
1328:0:8 8 —» 7.00 (Sx3)
» 17.00 (TSSx)
» 9.50 (ASSx)
— 7.50 (WSSx)
B » 2 00 (df,)
D] » 9.00 (df,)
D] » 5.70 (Fy)
Hrechio@sRs@3113B —» 37.00 (Sy,)
AR08 » 47.00 (Sy,)
cBs-3:37008 > 26.00 (Sy3)

» 71.67 (TSSy)
> 55.17 (ASSy)
» 16.50 (WSSy)
(D] » 2.00 (df,)
(D] » 9.00 (df)
(D]

—» 15.05 (Fy)
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Enter program on card 2

FRed3[+) 0@ 27 s @1+ s B2+ 11 3E3>1.00

4120 ...52 1383 83 »2.00
1Me@...197008 »3.00
»27.00 (TSP)
—»20.75 (ASP)
—»6.25 (WSP)
Enter program on card 3
17(¢)71.6713 —»28.79 (TSSY)
75041658 —»11.29 (WSS9)
(A] > 17.50 (ASS9)
B —»8.75 (AMS9)
a > 1.41 (WMS9)
» 6.20 (F)
D] » 2.00 (df;)
Q » 8.00 (df,)

ANOCOYV Table

Residuals

df SSx  SP SSy

df SS§y MS§ F

Among means| 2 9.50 20.75 55.17
Within groups | 9 7.50 625 16.50

2 1750 875 6.20
8 1129 141

Total 17.00 27.00 71.67

28.79
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ONE SAMPLE TEST STATISTICS
FOR THE MEAN

ONE SAMPLE TEST STATISTICS
' FOR THE MEAN °1'CS  STAT 2-15A E
g xipi »XpS o orz »t z

Suppose {x.l, X325 e, xn}is a sample from a normal population with a
known variance ¢® and unknown mean u. A test of the null
hypothesis

Ho: u=puo
is based on the z statistic which has a standard normal distribution.

If the variance ¢® is unknown then the t statistic, which has the t
distribution with n - 1 degrees of freedom, is used instead.

Equations:

.= \/YT(X- o)

[0

t= \/IT(T("/JO)

s
where X and s are sample mean and sample standard deviation.

Remark:
n>1.
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STEP | INSTRUCTIONS | oararmiTs | Kevs ‘\ DATATUNITS
2 ! If X and s are known, go to 8 [:l::]
3 iteie [mNJ[rs] o0 |
4 i Perform4 fori=1,2,..,n X [IH:] i
5 i Optional—delete erroneous | :j[:}
] data xjc (k # 1) w et ]
6 | Compute Xands 1 Ce 1 =
7 [Goto9 ]
8 |StoreXands % 7
T Gy
o | impuco P e -
10 | nput o and compute 2 o 1o 1] " z
Compute t . " E[:‘ 0
1" For a new case, go to 2 l{:”:]‘
Example:

Compute the z and the t statistics for the following set of data if

to=2and o0=1.

{2‘73, 045,252, 1.19, 351, 2.75,1.79, 183, 1,087, 1.9, 1.62,

1.74,192,1.24,2.68 }

Keystrokes:

—-» 0.00

273@ 450 .. 2681
8 |

» 16.00

_» 1.86 ()

-

0.82 (s)

>

28

2.00

[

163

\j

-0.57 (2)

—0.69 (t)
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TEST STATISTICS FOR THE
CORRELATION COEFFICIENT

TESTSTATISTICS FORTHE  GTAT 2.16A

O
00 50D

n »t Po >z

Under the assumptions of normal correlation analysis, the t statistic,
which has the t distribution with n — 2 degrees of freedom, can be
used to test the null hypothesis that the true correlation coefficient
p=0.

To test the null hypothesis p = p,, where pg is a given number, the z
statistic is used. z has approximately the standard normat distribution.

Equations:

t= r{/n-~2
V1 -r?

4

_Vn-3 1n[(1+r)(1-po)]

2 (1-1)(1+po)

where ris an estimate (based on a sample of size n) of the correlation
coefficient p.

Remarks:

1. This program requires that n > 3, |r| < 1 and ool <1, other-
wise, flashing zeros will result.

2. Usually, the z statistic is used when the sample size is large.

References:

1. Hogg and Craig, Introduction to Mathematical Statistics,
Macmillan Co., 1970.

2. J. Freund, Mathematical Statistics, Prentice-Hall, 1971.
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INPUT [ ouTPuT
STEP INSTRUCTIONS DATA/UNITS KEYS | DATA/UNITS
1 l Enter program [:][: i
-} — O .
2 ll Input r and n in any order r i[_i]‘
| S S -
| S = i
3 !Computet Cc 11l t
or I
T
Input pg and compute z Po [1”:]

b

4 | For a new case, go to 2

Example:

Givenr =0.12,n =31, and po =0, find t and z.

Keystrokes:

] ~ B3l s ] c!

\j

0.65 (t)

o]

» 0.64 (z)
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DIFFERENCES AMONG PROPORTIONS

DIFFERENCES o
AMONG PROPORTIONS STAT 2-17A =
l@ INIT nAXi »x2 >t ] a

Suppose X, X, ..., X are observed values of a set of independent
random variables having binomial distributions with parameters n;
and 6; (i=1,2, ..., k).

A chisquare statistic x* can be used to test the null hypothesis
6y =0,=..=6,. The x* statistic has the chi-square distribution
with k — 1 degrees of freedom.

Equation:
k 2 k k 2
(xl -0 0) 1 Xj
X = ~ = n. ———
Snba-9 & & T

where

Reference:

J. Freund, Mathematical Statistics, Prentice -Hall, 1971.
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I
STEP : INSTRUCTIONS

INPUT

T
DATA/UNITS _

I outpPut
KEVS DATA/UNITS

|
T
1 | Enter program

- S

2 Initialize

3 | Perform3fori=1,2,..., ko i ) :] __________
’ L Ce L] i
4 i Compute x* statistic l:] x*
| 5 | Compute df ) 7 [I][___—_l df
6 'Comput;5 R [jji::_] éT T
[ 7 roranewesse.gota2 o [—__][:* 7
Example:
nj Xi
Sample 1 400 232
Sample 2 500 260
Sample 3 400 197
Keystrokes:

B 400 [+]232[F1 500 [+) 260 [1 400 [+]197 [ — 3.00 (k)

» 6.47 (x?)

—» 2.00 (df)
—» 053 (9)
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BEHRENS-FISHER STATISTIC

N34H3g

Z+ >s12/n1 D »d »0

*BEHRENS-FISHER STATISTIC STAT 2-18A
g

|

Suppose {xl, X2, wy X, } and {yi, vz, s Yn, } are independent
random samples from two normal populations having means u, , y,
(unknown). If the variances 0,2, 6,2 cannot be assumed equal, then
the Behrens-Fisher statistic d is used instead of the t statistic to test
the null hypothesis

Ho: py -, =D.

Equation:

where X,y and s, 2, s, ? are sample means and variances.

Critical values of this test are tabulated in the Fisher-Yates Tables for
various values of ny, n,, o and 6, where « is the level of significance

and
$1 np
6 =tan™! (— — >
Sz n,

Remark:
n; >1,n, >1.

Reference:

Fisher and Yates, Statistical Tables for Biological, Agricultural and
Medical Research, Hafner Publishing Co., 1970.
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STEP INSTRUCTIONS { DATA/UNITS KEYS DATA/UNITS
1 |Enter program i C 1
2 |IfX Vands,,s, are known, go 1] '
011 4o
3 |Initialize ' ; RTN 0.00
4 iPerform4 fori=1,2,.,n Xi A ] i
5 | Optional—delete erroneous xi x  [GTo][ 1 ]
k#1) (Crs )1
6 |CompueandstoreX, st/ . ([ B stm |
ERE AN FE] 000
8 |Perform8fori=1,2,..n, Yi a1 i
9 !Optional—delete erroneous v, Yh ; (6o ][]
th#1) 7 [:] -
| 11 Istore %, yand si /s, 53ty | o [:l[—_;if ]
- in any order 4 7? 7 E o |
_ wi  [so]l 6] |
y ol 2]
s2%/n, Csto i3 ]
12 [Input D D Cc 11
13 |Compute dand 0 o
Ce 1 e
14 |Optional—recall means N ‘T[Z] %
Crecl2 1 &
15 |Foradifferent D,got012 | C 1 ]
e S i i
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Example:

Compute the Behrens-Fisher statistic for D = 0.

x: 79, 84, 108, 114,
y: 91, 103, 90, 113,

Keystrokes:

122, 120
100, 80, 99, 54

(RIN] R/s JER A B2 A RPI] & | » 8.00 (n,)

B —» 34.60(s,2/n,)
(RTN T R/s XN A BUET A EEY A | » 10.00 (n,)

W cfp] » 1.73 (d)

E | —> 47.88° (9)

or 0.84 radians
or 53.20 grads
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KRUSKAL-WALLIS STATISTIC

*KRUSKAL-WALLIS STATISTIC ~ STAT 2-19A 3
g Ry»i >i »H »df g

Suppose we want to test the null hypothesis that k independent
random samples of sizes n;, n,, ..., n, come from identical contin-
uous populations.

Arrange all values from k samples jointly (as if they were one sample)
in an increasing order of magnitude. Let Ry; (i=1,2, ..,k,j=1,2,
..., ;) be the rank of the jth value in the i" sample.

The Kruskal-Wallis statistic H can be used to test the null hypothesis.

When all sample sizes are large (> 5), H is distributed approximately
as the chi-square with k - 1 degrees of freedom. For small samples,
the test is based on special tables.

Equation:
nj
12 A\
H= =l SBN+1
N(N + 1) ; n; (N )

where

k

N = Z n;

i=1

Reference:

W.J. Conover, Practical Nonparametric Statistics, John Wiley and
Sons, 1971.

Table for small samples (k = 3):

Alexander and Quade, On the Kruskal-Wallis Three Sample H-
statistic, University of North Carolina, Department of Biostatistics,
Inst. Statistics Mimeo Ser. 602, 1968.
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STEP INSTRUCTIONS DATA/UNITS KEYS DATAVONITS
1 Enter program :]l:]
2 | Initialize LAl 1 ocoo
3 |Perform36fori=1,2,.,k C I
[4 [Performaforj=1,2,..n, Rij Ce IC_] i
5 | Optional—delete erroneous Rjp Rin [emo][ 1]
[re]l__]
6 | End of the ith sample Cc ] i
7 | Compute H statistic Co 1] H
8 |Compute df CeE 1 df
9 |Optional—recall N [(Rrec ][5 ] N
10 |For a new case, go to 2 I
Example:
i Ranks Rj
i 1 2 3 4 5 6 7 8 9 10
1 29 26 10 33 30
2 11 12 9 7 20 18 19 21
3 14 28 25 17 15 32 4 2
4 6 27 16 24 13 1 31 22 23
Keystrokes:
Ba»As50..:08 > 6.00
» 1.00
ngnra.2 g > 2.00
14B20..2 388 > 3.00
c@3273..2388 > 4.00
D] »2.29 (H)
E ] —»-3.00 (df)
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MEAN-SQUARE SUCCESSIVE DIFFERENCE

Sy x4 xpi » >z z

( succh NP ERENCE STAT 2-20A E]
=z
5 .

When test and estimation techniques are used, the method of drawing
the sample from the population is specified to be random in most
cases. If observations are chosen in sequence x,,X,, ..., X, , the mean-
square successive difference n can be used to test for randomness.

If the sample size n is large (say, greater than 20) and the population
is normal, then a z statistic has approximately the standard normal
distribution. Long trends are associated with large positive values of
z and short oscillations with large negative values.

Equations:
n n
n= Z (Xl"xl-l)2/ (Xl_x)2
i=2 i=1
n 2
n n Xi
ot
= Z (%; - Xi-1)? X% - l
i=2 i=1 n
_ 1-9/2
n-2
n? -1
Reference:

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill,
1969.
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: INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYs DATA/UNITS

1 Enter program E :]

2 nitialize - CAIC] oo

3 lnput x, x;‘ l: 1.00

4 Performd fori=2,3,..,n X; [: i

5 Compute n [E E n

6 | Computez e EE z

7 | For a new case, go to 2 \ I:]: |

Example:

Find the mean-square successive difference for the following set of

data:

{0.53, 0.52, 0.39, 0.49, 0.97, 0.29, 0.65, 0.30, 0.40, 0.06, 0.14,
0.16,0.68,0.22,0.68,0.08,0.52, 0.50, 0.63, 0.20, 0.67, 0.44, 0.64,

0.40,0.97,0.03,0.73,0.24,0.57,0.35 }

Keystrokes:

A RE] 6

52@.398 ... 35

—» 1.00

» 30.00

» 2.81 (1)

> 229 (2)



80  Stat 2-21A

3 x k CONTINGENCY TABLE

*3xK CONTINGENCY TABLE STAT 2-21A ;’J

wr bt e »c =

@ "\

Contingency tables can be used to test the null hypothesis that two
variables are independent.

i ] 1 2 - k Totals
1 Xi1 X12 e X1k R,
2 X21 X22 ce X2k R,
3 X31 X32 . X3k R;
Totals C, C, - Cy N

This program computes the x? statistic (with 2(k - 1) degrees of
freedom) for testing the independence of the two variables. Also
Pearson’s coefficient of contingency C, which measures the degree of
association between the two variables, is calculated.

Equations:
k

Row sum Ri=z x; 1=1,2,3
=1

Column sum C; = Z x; i=1,2,..,k

3K
Total N=3" 5" x
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Chi-square statistic

Reference:

B. Ostle, Statistics in Research, Iowa State University Press, 1972.

I INPUT [ ouTPuUT
STEP INSTRUCTIONS DATA/UNITS KEYS | DATA/UNITS

1 Enter program } [::H:'
2 initialize -:] 0.00
3 |Perform3forj=1,2,.,k X -[:]
i - Rk L—_—jl
, X3 e 1 g
4 Compute)( ! :],, X

A . T -
5 | Compute contingency coeffl

cient

— - - i

6  Optional—recall sums i

P

7 For a new case, go to 2
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Example:
i
i 1 2 3 4
36 67 49 58
31 60 49 54
3 58 87 80 68
Keystrokes:
B36 #1317 58 @ >
67(+]60[+187 Q) »
49 [+]49[+]80 >
58 [+]54(*]68 3 >
>
0] >
SST >
>
>
SST .

125.00 (C,)
214.00 (C,)
178.00 (C5)
180.00 (C)
3.36 (x?)
0.07 (C)
210.00 (R,)
194.00 (R,)
293.00 (R5)
697.00 (N)
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THE RUN TEST FOR RANDOMNESS
THE RUN TEST FOR RANDOMNESS  STAT 2-22A 2
@' né4n, u »u »o »z z

Consider a sequence of symbols such that the symbols are of two
types only. A run is a continuous string of identical symbols pre-
ceded and followed by a different symbol or no symbol at all. For
example, the sequence 1110100011 has five runs.

Let the total number of runs in a given sequence be u, and let n ; and
n, represent the number of symbols of type 1 and type 2 respec-
tively. If the sample sizes are large (say, n; and n, are both greater
than 10), then the randomness of the sequence may be tested using a
z statistic which has the standard normal distribution.

Equations:

The sample distribution of the run has the mean u and the standard
deviation o.

2n, ny
#:_ﬁ_
n; +n,

2I11 n, (2 n; n, —-ng —n2)
0‘:
(ni +m3)* (n, +1n, = 1)

The test is based on the statistic
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Remarks:

1.
2.

For small samples, the test is based on special tables.

This program can also be used for other tests involving runs.
For example, one might want to test runs of scores above and
below the median based on the order in which the scores were
obtained. In this case, a sequence could be constructed in
which each score would be replaced by a 1 if it was above the
median or a 0, if below the median.

The run test for randomness can then be applied to the
sequence of 0’s and 1’s.

Another use might be for Wald-Wolfowitz run test, which tests
the null hypothesis that two random samples have been drawn
from identical populations. The data from both groups are
combined into one sequence according to magnitude. Each
value may be assigned a O or 1 depending on which population
it came from, and the run test for randomness then performed
on the resulting sequence.

Reference:

Freund and Williams, Dictionary /Outline of Basic Statistics, McGraw-
Hill, 1966.

INPUT | OUTPUT
STEP INSTRUCTIONS DATA/UNITS DATA/UNITS
1 Enter program
2  !lnput
nurnber of symbols of type 1 L nl
number of symbols of type 2‘ n, n
3 lnput number of runs u u
4 Cornpute the mean M
;__ﬂ — — R R
5 Compute the standard de
- - I
| viation [
6 Compute the z statistic i H
7 | For a new case, go to 2
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Example:

A statistician sits by the roulette table one night in a Las Vegas
casino, suspiciously watching the house rake in stake upon stake. To
test the null hypothesis that the sequence of numbers is random, the
statistician observes the following sequence of red (R) and black (B)
numbers (ignoring 0 and 00):

RRRR B RRR BBBBB RR BBB RR BB RRR
In the sequence are 14 R’s, 11B’s, and a total of 9 runs. Find the

mean and standard deviation of the sampling distribution and the z
statistic.

Keystrokes:

ICIIRNY A Bl s | c) —» 13.32 (u)
D | »2.41 (0)
a »-1.79 (2)

(His suspicion is not entirely unjustified.)
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INTRACLASS CORRELATION COEFFICIENT

INTRACLASS s
CORRELATION COEFFicient ~ STAT 2-23A 2
g xpi T, . SF o edipd, B

The intraclass correlation coefficient r; measures the degree of asso-
ciation among individuals within classes or groups.

Observations
1 X311 Xi12 ... Xin
2 X21 X212 . Xan
Groups
k XK1 Xk Xkn

The coefficient is most easily calculated using the analysis of variance
techniques. ry is the sample estimate of the population intraclass
correlation coefficient p;. If we can assume that the individuals
within groups are random samples from normal populations with the
same variance, then the hypothesis p; = 0 can be tested using the F
statistic.

Equations:
1.  Sums n
Group T; = Z xi i=1,2,...,k
=1
k
Total T= Z T;

2. Sums of squares

Mean

MSS=T?/kn
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Among groups
k
ASS = }: T;%/n - MSS
i=1
Within groups
k n
WSS = Z Z xij2 - MSS - ASS
i=1 j=1
3. Intraclass correlation coefficient
ASS WSS ASS WSS
= - +
k-1 k(n-1) k-1 k
4. F statistic
F= ASS WSS
k-1 k(n-1)
with df; =k - 1 and df, =k (n - 1) degrees of freedom.
Reference:
B. Ostle, Statistics in Research, lowa State University Press, 1972.
STEP INSTRUCTIONS DATAUNITS KEYS DA s
1 Enter program [:l:]
2 !initialize
3 | Perform 36 fori=1,2,.,k I
[ 4 i Perform4forj=1,2,..n Xij :' j
5 Compute the group mean [:I Ti
6 Compute the coefficient :} n
7 Compute the F statistic i [j_j”:] F
8 Compute the degrees of freedom E”::] dfy
- ) I | |
9 For a new case, go to 2 i ':”:
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—» 142.00 (T,)

Example:
Observations
1 71 71
2 69 72
3 59 65
Groups 4 65 64
5 66 60
6 73 72
7 68 67
8 70 68
Keystrokes:
(Jkres] 71} 7130
ooBl7208
BBl A

» 141.00(T,)

» 138.00 (Ts)

» (.70 (1’[)

» 5.61 (F)

> 7.00 (df)

(m i~ Jojo]
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FISHER’S EXACT TEST
FOR A 2x2 CONTINGENCY TABLE

fbf
=] cédrp, >P; >S; »S kY

C FISHERSEXACT TESTFORA  STAT 2.24A é}
& i
[l

Fisher’s exact probability test is used for analyzing a 2 x 2 contin-
gency table when the two independent samples are small in size.

a

C

Suppose a, b, ¢, d are the frequencies and a is the smallest frequency,
this program computes the following:

1. The exact probability p, of observing the given frequencies in
a2 x 2 table, when the marginal totals are regarded as fixed.

2. The exact probability p; (i = 1, 2, ..., a) of each more extreme
table having the same marginal totals.

3. The sum S; of the probabilities of the first i + 1 tables.

4.  The sum S of the probabilities of all tables with the same
margins (i.e.,S=S,).

Equations:
L. _@+b)l (c+d)! (a+ o) (b+a)
B N'a! bl c! d!
where
N=a+b+c+d.

2. For the more extreme table (with the same margins)

a-i b+i

c+i d-i

_ @tb) (c+d)! (a+ ) (b +d)
P NTG-D! G+ ) (c+ ) (d=i)!
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where
icanbe 1,2, ..o0ra.
3. n
Sn= Z Pi
i=0
where
ncanbel,2, ... a.
4, a
S=3" pi
i=0
Remarks:
1. a must be the smallest among the frequencies. Rearrange the

table if necessary.

2. This program requires N < 69. However, Fisher’s exact test is
normally used for N < 30.

References:
1. S. Siegel, Nonparametric Statistics, McGraw-Hill, 1956.

2. Sir R. A. Fisher, Statistical Methods for Research Workers,
Oliver and Boyd, 1950.
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STEP INSTRUCTIONS DATA/UNITS KEvs DATA/UNITS
1 | Enter program C 1
2 Enter frequencies and compute :][:]
[ [
I |
o [Aall 1 m
3" | Optional—perform 3 or 3-4 for C 17
i=1,2..2 a1 =«
4 |Optional—recall current S; Ce U 1 S
5 |Compute the sum of all C I
probabilities o 1 s
6 |Foranew case, go to 2 LI 1
LI ]
* Itis not necessary to com- [:”:I
plete the loop of 3 and 4. Go to [:][__—I
6 for S when desired. [:[:]
Example:
Compute py, p1, P2, S4 and S for the following table
10
8 5
Note:
The table must be rearranged as
5
10 7
Keystrokes:
s(+]s(+]10[+] 7} » 0.16 (po)
B » 0.06 (p;)
B | » 0.01 (p,)
(8 8] » 0.23 (S4)
D] » 023 (S)
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PROBABILITY OF NO REPETITIONS
IN A SAMPLE (BIRTHDAY PROBLEM)

PROBABILITY OF NO REPETITIONS
INA SAMPLE (BIRTHDAY PROBLEM) STAT 2-25A g
@ m n »P »Q @

Suppose a sample of size n is drawn with replacement from a popula-
tion containing m different objects. Let P be the probability that
there are no repetitions in the sample and Q be the probability that
there is at least one repetition in the sample. This program finds P
and Q for given integers m, n such thatm>n=>1.

Equations:

Remark:

m, n must be integers and m = n = 1; otherwise, flashing zeros will
result.

Reference:

E. Parzen, Modern Probability and its Applications, John Wiley and
Sons, 1960,

STEP INSTRUCTIONS I DATA/UNITS KEYS DATAJOMITS
1 | Enter program : i
2 T R e I
R M . -[___—___] } ]
P P __I:] SRR
R S —— I (s L
6 | Foradifferent n, go to 3 C 1
- i = —| _ .
7 |Foranew case, go to 2 [
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Example:

In a room containing n persons, what is the probability that no two
or more persons have the same birthday for (1) n=4, (2) n=23,
(3) n =487 (Note: m =365, ignoring leap years)

Keystrokes:

1. 36534004 » 0.98 (P)
D] » 0.02(Q)

2. 2383 —» 0.49 (P)
D] » 0.51(Q)

3. 4083 » 0.04 (P)
B > 0.96 (Q)

That is, in a room having 48 persons, the probability that at least two
of them will have the same birthday is as high as 0.96.
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x AND R CONTROL CHARTS

oX AND R CONTROL CHARTS STAT 2-26A 5
@ xii’i >XpR; »XrR AL Uy [D)::bz ?

Suppose x;; represents the j'" data point from the it" sample,i= 1,
2, .,mand j=1, 2, .., n. This program computes (1) the sample
mean X; and the sample range R;, (2) the over-all mean X and the
average range R, (3) the upper control limit Uz and the lower control
limit Ly for X, and (4) the upper control limit Ug and the lower
control limit Lg for R.

Equations:
1. n

ii = E xij/n
i=1

R = Xmax = Xmin

where Xp,y is the maximum of the x values and xp,;, is the mini-
mum of the x values in the i'" sample.

2. . m
§= E il/m

i=1

m
R= Z R;/m

i=1
3 L;=§—A2_
U; = i‘f‘Agi

where A, is the factor for the X chart, which can be found in the
following table.

4. LR = D3R

UR = D4R
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| D; and D, are factors for the R chart, which can be found in the

table.
Factors for determining from R the 3-sigma control limits for X and
R charts.
Number of Factors for R chart
. Factor for
observations -
in subgroup ¥ chart Lower limit Upper limit
n Ay D Dy
2 1.88 0 327
3 1.02 0 2.57
4 0.73 0 2.28
5 0.58 0 2.11
6 0.48 0 2.00
7 0.42 0.08 1.92
8 0.37 0.14 1.86
9 0.34 0.18 1.82
10 0.31 0.22 1.78
11 0.29 0.26 1.74
12 027 0.28 1.72
13 0.25 0.31 1.69
14 0.24 0.33 1.67
15 0.22 0.35 1.65
16 0.21 0.36 1.64
17 0.20 0.38 1.62
18 0.19 0.39 1.61
19 0.19 0.40 1.60
20 0.18 041 1.59

All factors are based on the normal distribution.

The table is reproduced from Statistical Quality Control, by Grant
and Leavenworth, 1972, with permission of McGraw-Hill Book
Company.
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STEP INSTRUCTIONS DAL AARNTS KEYS DATATUNIES
1 | Enter program [:l:'
2 [Initialize 1.00
3 |Perform36fori=1,2,.. m C I
[4 Perform 4 for j=1,2,..., n Xij Ca ] j I
5 | Optional—recall Xy [(Ret ][4 ] Xmax
recall xmin RCLI 5 ]| xmin
6 | Compute the mean and range E X
7 |Compute X and R e X
Cedl 7 &
8  |Compute the X limits A, o] Lz
(o] u
9 |Compute the R limits Ds Ce I Lr
10 |For a new case, go to 2 EE

Example:
j
i 1 2 3 4 5
1004 10.00 1002 1001 10.02
Sample 2 1000 1001 10.03 10.02 10.01
1002 1002 10.02 10.04 10.01

Find the lower and upper control limits for X and R.

(Note: n=5,A, =0.58,D; =0,D, =2.11)

Keystrokes:

1004 1031002 10013

1002 3
(4]
(s]
a
a

—» 5.00

> 10.04 (Xmay)
» 10.00 (Xmin)
» 10.02 (X;)
» 0.04 (R,)
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100810.01 [310.03 310021001 §—> 5.00

a » 1001 (X,)
B » 0.03(R;)
10.02 [§10.02 [310.02 [§10.04 [§ 10.01 f§—> 5.00

B —» 10.02 (X3)
B —» 0.03 (R3)
> 10.02 (X)
» 0.03 (R)
L] o | » 10.00 (Ly)
B —» 10.04 (Ux)
o@ -+ 0.00 (Lg)
2118 » 0.07 (Ugr)

Reference:

Grant and Leavenworth, Statistical Quality Control, McGraw-Hill,
1972.
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P AND c CONTROL CHARTS

. : Y 1S
piorc»i  panpi  spord nibt:(i’)l:ﬁz:i) »LcPUe

@

op AND c CONTROL CHARTS STAT 2-27A ﬂ

This program constructs a control chart for fraction defective p and
a control chart for defects c. A defective is an article that in some
way fails to conform to one or more given specifications. Each in-
stance of the article’s lack of conformity to specifications is a defect.
So every defective contains one or more defects.

Fraction defective p is defined as the ratio of the number of defec-
tive articles found in any inspection to the total number of articles
actually inspected. c is the total number of defects in the sample.

Let p; be the sample fraction defective and n; be the size of the it"
sample (i= 1, 2, ..., m). Also let ¢; be the sampled number of defects.
The samples must be of constant size for the ¢ chart.

Equations:

1. m
> pi/m if n; =n forall i

The meanp = J

m m

dompi /Y otherwise
i=1 i=1

\

2. 3-sigma control limits on a p-chart

r ! l _ !
Po'-3 / Po V7Po) (-po) if po’ is used
n;
p-3 / PA-P) otherwise
n;

Lower limit L, (i) = J

\
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If L, (i) <0, then zero is used as the value for Ly ().

' 1 _ r
Po’+3 M if po is used
nj
Upper limit U, (i) =
6 +3 P (l —-p_)
4

otherwise

where po’ is the standard or aimed-at value chosen for control chart
purposes.

If sample size n is constant, then replace n; by n in the above
formulas.

3.  The mean
m
c= Z ci/m
i=1
4.  3-sigma control limits on a c-chart
co' =3 Veo if ¢y is used

Lower limit L, =
c-3V<e otherwise

If L. <0, then zero is used as the value for L.

o +3Ve, if co ' is used
Upper limit U, =
ct+3Ve otherwise

where ¢, is the standard value of average number of defects.

Reference:

Grant and Leavenworth, Statistical Quality Control, McGraw-Hill,
1972.
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STEP INSTRUCTIONS | DATA/UNITS J‘ KEVS | DATA/UNITS
1 Enter program '
2 Initialize N
3 For c chart, g;?o_i-i -
4 1 1fpo’ is used, input py’ P o’ @E -
- to_e_ e +. S ‘ E__E S
i 5 Ifgi:used and sample size :7” - ‘ lj[j o T
input p; fori=1,2,... m P . !:] % i
Calculate p ‘ l:] ; P
**** [HBsuedondsamplesize [ ] |
B varies, N : : - T ] T 7 ]
input p; and n; for
i i=1, 2 m o 1 'pi'
i n; i
calculate p p
N e R

6  jCompute control limits i

for constant sample size, | :]:]

input n : n

for varying sample size, . I:H:]

inputnifori=1,2,..., m

S — B i [ S —

7 For a new case, go to 2 : !:D
. e T —
8 1f co” is used, input ¢’ i co' 'LSTO E

9 |IfGisused, 3 E':'
inputc; fori=1,2,.., m i ) E; i

calculate &

|
....... | . B e L
10 |Compute limits j@ | Le
O | S —

1" {Foranewcase,gotoZ ":,{:
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Example 1:
i pi n;
1 0.0092 3350
2 0.0337 3354
3 0.0185 1509
4 0.0091 2190

Find the trial control limits for the p chart. (For trial control limits,
the mean p is used.)

Keystrokes:
G0 R 0092 [+]3350 B3 > 1.00
0337 [#]3354 [ .0185 [4] 1509
0091 #2190 3 > 400
[ & > 0.0184 (F)
3350 - 00115

(L, for sample 1)
D] » 0.0254

(U, for sample 1)
3354 » 00115

(L, for sample 2)
D] » 0.0254

(U, for sample 2)
1500 & » 0.0080

(Lp for sample 3)
B » 0.0288

(U, for sample 3)
2190 & » 0.0098

(L, for sample 4)
(D] » 0.0270

(U, for sample 4)
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Example 2:

i |1 5 6 7 8 9 10
G« |7 6 6 7 4 7 8 12 9 9

Find the trial control limits for the ¢ chart. (For trial control limits,
the mean C is used.)

Keystrokes:

(RTN] R/s | osp |RI]EY > 0.00
BB B3‘A'D:0

AR -+ 10.00
»7.50 (%)
E | »0.00 (L,)
a > 15.72(U,)
Example 3:

Find the control limits for the ¢ chart if ¢c,’ = 7.

Keystrokes:

ArN [ v/s AGIE] & | 000 (Lo)
a > 14.94 (U,)
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OPERATING CHARACTERISTIC CURVE
(TYPEA)

@ .opERAgbré?l EC?TAV%‘ECI)ER'ST'C STAT 2-28A EJ
™

prP, 2

This program uses the hypergeometric distribution to evaluate the
probability P, of acceptance for a single sampling plan with finite lot
size N. The sample size n and the acceptance number ¢ (maximum
allowable number of defectives in the sample) should also be given.
Then P,, which is the ordinate of the type A operating characteristic
curve, can be computed for different values of the fraction defective
p in the lot.

Equations:

P, = i f(x)
x=0

e

where f(x) is the hypergeometric density function, M is the number
of defectives in a lot which is calculated as the integer part of Np.

The recursive relation

(x-M)(x=-n)
x+t1)(N-M-n+x+1)

fix+1)= f(x)

(x=0,1,2,..,n-1)

is used to find the probability

P, = i f(x)
x=0
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with starting value

(")

f(0) = == 2

()

The binomial coefficient (i) is computed by the formula

(N>= N(N-1)..(N-n+1)

n 1+2-...°n

Remarks:

1.  The program requires that 0 <p < 1.

2. Ifc=0,P, =1(0).

3.  The execution time of the program mainly depends on the
sample size n and the acceptance number c; the larger they are,
the longer it takes.

4.  For certain combinations of N, n and ¢ (usually when they are
large), an overflow condition will occur. In that case, the pro-
gram halts and the display shows all 9.

5. The type A OC curve for finite lot sizes is really a set of dis-
crete points, since defectives can occur only as whole numbers.
For very large lot sizes, these points come very close together,
giving a practically continuous curve.

6.  The lot size N has a relatively small effect on the OC curve as
long as n/N is not large. The absolute sample size n is a much
more controlling factor in determining the type A OC curve.

References:

1. Dodge and Romig, Sampling Inspection Tables, John Wiley
and Sons, 1959.

2. Grant and Leavenworth, Statistical Quality Control, McGraw-

Hill, 1972.
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INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS

1 ! Enter program l:“:]

2 Input lot size N II]

+

I sample size ’ n C m e

—_i__ S S t

acceptance number : c : E
3 Cor:lpule P, for given p : p [:] Py
L]

1

4 For different value of p, go to 3

+
i

S | e
1
i
it

5 For a new case, go to 2

Example:

Find the OC curve for the sampling plan with N=200, n=20 and ¢=0
(compute P, for p=0,0.02,0.04, 0.06,0.08,0.1,0.12, 0.14).

Keystrokes:

200(sTo][1] 20 [sT0][2]0(sTO|[3] 0|} 1.00
o2 » 0.65
04 » 0.42
ooy » 0.27
05 A | » 0.17
18 » 0.11
120 » 0.07
140 » 0.04

NWODROUON DO
A S S

.
-—h
I
t

0O 02 04 06 .08 1 .12 .14
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OPERATING CHARACTERISTIC CURVE

(TYPE B)

= n c DPPa

( OPERATI I?V%’lg RA CBERISTIC STAT 2-29A

(o]
[g]
§}

This program uses the binomial distribution to evaluate the probabil-
ity P, of acceptance for a single sampling plan with infinite lot size
(i.e., sampling from a product). The sample size n and the acceptance
number ¢ should be given. Then P,, which is the ordinate of the
type B operating characteristic curve, can be computed for different

values of the fraction defective p.

Equations:

=¥ ()
x=0

00 =(})p* (1 -9

where 0 <p<1.

The recursive relation

___ p(n-x)
fi(x + 1)-_-—(x+ DD f(x)

x=0,1,2,..,n-1)
is used to find the probability
C
=3 f(x)
x=0
with starting value

f(0)=(1 -p)".
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Remarks:
1.  The program requires that 0 <p < 1.
2. Type B OC curves can be considered as suitable approximation

to type A OC curves, provided the sample size n is small com-
pared with the lot size N (in general, if n/N <0.1).

3.  The acceptance number ¢ affects the probability of acceptance
drastically for any given fraction defective p.

Reference:

Dodge and Romig, Sampling Inspection Tables, John Wiley and
Sons, 1959.

INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
2 Input sample size n [:
acceptance number c :I
3 Input fraction defective [} E Pa
4 For a different p,go to 3 ;‘
| CC_J
5 i For a new case, go to 2 [:”:]

Example:

Find the type B OC curve for the sampling plan with n =200,c =1
(compute P, for p=0,0.01, 0.02, 0.03 and 0.04).

Keystrokes:

200@ 1 B0 —»1.00
01 > 0.40
02 > 0.09
03 » (.02

04 @BEH (] (4] > 0.0027
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SINGLE- AND MULTI-SERVER QUEUES
(INFINITE CUSTOMERS)

SINGLE- AND MULTI-SERVER
QUPUESAPRTE ETSOMERs) STAT 2-30A 2
[§ MNP BPoRPL Bl sTeT P %

Suppose there are n (n=> 1) identical stations available to service calls
from an infinite number of customers. Let A be the arrival rate of
customers (poisson input), u be the service rate of each server (expo-
nential service), and let the service discipline be first-come, first-
served. Assume all customers wait in a single line and are dirécted to
whichever station is available. Assume further that, no customers are
lost from the queue.

This program computes the following values for given n, X and p.

Equations:

1. The intensity factor
_A
p = —
M

(p must be less than n)

2. The probability that all servers are idle

n-1

pk p
Po=|y o+ 2
i
k=0 k! n! <l-£>
n

3. The probability that all servers are busy

n

p" Py

4. The average number of customers in the queue

Pb=
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5.  The average number of customers in the system (waiting or
being served)
L=Lg+p
6.  The average waiting time in the queue
L
T,y = =2
X
7.  The average flow time through the system
L
T=-—
A
8.  The probability of waiting longer than time t
P(t) = P, e~ (P1-Mt
Remarks:
1.  nmust be an integer greater than or equal to 1.
2. p<n,otherwise the queue increases without bound.
3. Xand u are rates, that is, numbers per unit time.
References:
1.  H. M. Wagner, Principles of Operations Research with Applica-
tions to Managerial Decisions, Prentice-Hall, 1969,
2. JamesMartin, Systems Analysis for Data Transmission, Prentice-
Hall, 1972.
3.  Hillier and Lieberman, Introduction to Operations Research,

Holden-Day, 1970.
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INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
1 Enter program :] E
I A | N 1

3 Compute Po and Pb

L o ) B | | ™
4 Compute Lq and L 1 [:] Lq
, o e L
5 I Compute Tg and T E]:] Ta
6 | Compute P (t} t E”::] P (t)
7 | For adifferent t, go to 6 [::] !

8 For a new case, go to 2

Example:

Bank customers arrive at a bank on the average of 1.2 customers per
minute. They join a common queue for 3 tellers, each teller serves at
a rate of 30 customers per hour. Find p, Py, Py, Lg, L, Tg, T and the
probability P(2) that a customer will have to wait for more than 2

m

inutes.

. 30 .
Note: Service rate u = 0 = 0.5 customers per minute

Arrival rate A = 1.2 customers per minute)

Keystrokes:

S

(ofcJofofolin

[\

*12[+38

» 2.40 (p)

» 0.06 (Po)

> 2.59 (Ly)

» 499 (L)

> 2.16(Ty)
» 4.16 (T)

> 0.36 (P(2))
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SINGLE - AND MULTI-SERVER QUEUES
(FINITE CUSTOMERS)

- GURGES PPV SRS, STAT 2-31A 2
£ mn seanf LT eLppT, »F z

Suppose there are n (n > 1) identical stations available to service calls.
This program handles the case in which demand arises from a finite
rather than an infinite population of customers.

Let the number of customers m be fixed; let a be the mean time
between service calls; and s be the mean time to serve one customer.
Given m, n, s and a, this program computes the following values.

Equations:

1. The average number of customers in the system (waiting or
being served)

NE
.
o)
=

L=X=0
m
Z Qi
k=0
where
Qo =1
kQy if1<k<n
(m-k+1)pQx; =
nQy ifn<k<m
and

8
p=—.
a
2. The average flow time through the system

T =alL
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3.  The average number of customers in the queue
Ly=m |:(p+1) %-1) +1]
4.  The average waiting time in the queue
Ty =alq
5. The over-all efficiency factor of the system
F==-(p+1) (L -1)
m

Remarks:

1.  For large values of m and/or small values of p, the calculation
of Qy in the routine under may underflow. To avoid
this, the program tests to see if Q, < 107°°.If it does, the
program will halt its recursive solution for Q and go directly
to the calculation of L. This should not affect the calculated
value of L.

2. For certain combinations of m, n, s and a, an overflow condi-
tion will occur. In that case, the program halts and the display
shows all 9’s.

3. The execution time for L depends on m; the larger m is, the
longer it takes. A rough estimate of the time for this routine
(ITEWEY) is given by m/30 minutes.

4.  Suppose instead of knowing s and a, the service rate u of each

server and the arrival rate A are given. Then the following
formulas can be used to compute s and a in order to run this
program.

1
S=_
M

Note that p= —>\— .
u
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Reference:

Peak and Hazelwood, Finite Queuing Tables, John Wiley and Sons,
1958.

INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS

1 Enter program [: [:l i

- -t
2 Input number of customers m [:l
aumber of servers n | [:] m

3 Input service time s CT ]
! arrival time 0 Va [: 7 7p ]
4 Compute customers in system ’ [: L
[ | dime trough system e g v ]

5 | Compute queue length f ,I”: Lq
waiting time in queue ' {IIE Tq
6 | Compute factor F II}:] F
7 Jl For a new case, go to 2 ' ':”::]

Example:

A laundromat has 12 washers which require an average of 4 hours of
service after every 60 hours of operation. If there is only one service
person in the laundromat, find p, L, T, Ly, Tq and F.

Keystrokes:

12[#]1 » 12.00
AT & | » 0.07 (p)
» 1.64 (L)
» 98.66 (T)

b > 0.95 (Lg)
D] > 57.24 (T,)
a » 0.92 (F)
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Program Listings

PROGRAM LISTINGS

Partial and Multiple Correlation Coefficients . . . . .
Moving Averages (Order2to8) . . .. ... ... ...
Histogram (12 Intervals) . . . .. .. .........
. F Distribution with Odd Degrees of Freedom
Cardl . .. ... ... ... ... ..
Card2 . . . . . . e
. Erlang Distribution (Gamma Distribution) . . . . ..
GeometricCurve Fit . . . ... ... ... .....
. GompertzCurve Fit . . . . .. ... ... ... ...
. Weibull Distribution Parameter Calculation . . . . . .
. Weighted Regression (Special Case) . . .. ... ...
. Polynomial Approximation
Cardl -, . . . .. .
Card2 . .. ... ..

Cardd4 . .. ... . .. e
Two Way Analysis of Variance (No Replications) . . .

Two Way Analysis of Variance (With Replications)

Card1l . ... . . . . . e
Card2 . . . . . e e e e
Card3 . . . . . e

Latin Square

Cardl . ... . . . .. e
Card2 . . . . . . e e

Analysis of Covariance (One Way)

Cardl ... ... ... ..
Card2 . ... .. . . e
Card3 ... ... . .. e
. One Sample Test Statistics for the Mean . . ... ..
. Test Statistics for the Correlation Coefficient . . . . .
. Differences Among Proportions . . . . .. ... ...
. Behrens-Fisher Statistic . . . .. .. ... ......
. Kruskal-Wallis Statistic . . ... .. ... ......
. Mean-Square Successive Difference . . . . ... ...
. 3x K Contingency Table . .. ... .........
. The Run Test for Randomness . . . . .. .. .. ..
. Intraclass Correlation Coefficient . . . ... .. ...
. Fisher’s Exact Test for a 2 x 2 Contingency Table
. Probability of No Repetitions in a Sample

(Birthday Problem) . . . ... ... .. ... ...
. Xand RControlCharts . . ... ...........
.pandcControlCharts . .. .............
. Operating Characteristic Curve (Type A) . . . . ...
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124  Stat 2-01A

PARTIAL AND MULTIPLE
CORRELATION COEFFICIENTS

KEYS |CODE KEYS | CODE KEYS | CODE
LBL 23 1 01 - 51
E 15 RCL3 | 3403 + 81
RCL 1 3401 ! 32 f 31
STO4 | 3304 x 09 Vx 09
RCL2 | 3402 - 51 STO 5 3305
STO 1 3301 x 71 E 15
RCL3 | 3403 f 31 GTO 22
STO 2 3302 Vx 09 0 00
RCL4 | 3404 + 81 gNOP | 3501
STO3 ' 3303 STO5 3305 g NOP 3501
RTN = 24 LBL 23 gNOP 3501
LBL 23 0 00 gNOP 3501
A 11 E 15 gNOP ' 3501
STO 1 3301 RCL5 3405 gNOP 3501
RTN 24 RTN 24 gNOP ' 3501
LBL 23 LBL 23 gNOP | 3501
B 12 E 15 gNOP | 3501
STO 2 3302 RCL 1 34 01 gNOP | 3501
RTN 24 RCL2 3402 gNOP | 3501
LBL 23 f 31 gNOP 3501
c 13 R-P 01 gNOP | 3501
STO3 . 3303 £ 32 gNOP ' 3501
RTN : 24 Vx 09 gNOP | 3501
LBL . 23| | RCL1 | 3401 | |gNOP . 3501
D L4 RCL2 ' 3402 gNOP | 3501
RCL1 | 3401 x 71 gNOP | 3501
RCL2 ' 3402 2 02 gNOP | 3501
RCL3 | 3403 x 71 gNOP | 3501
X 71 RCL3 3403 gNOP | 3501
— 51 X 71 g NOP 3501
1 L0 - . 51
RCL2 | 3402 | |1 Coot
£l 32 RCL3 | 3403
Vx 09 -1 32
- 51 Vx J 09

@ Used R4 Used R7
R, Used R; Used Rg
R3 Used Re Rg Scratch




MOVING AVERAGES (ORDER 2 TO 8)

Stat 2-02A 125

KEYS | CODE KEYS | CODE KEYS | CODE
GTO 22 8 08 R/S 84
1 01 LBL 23 GTO 22
LBL 23 B 12 C 13
A 11 STO 33 g NOP 35 01
f 31 9 09 g NOP 35 01
REG 43 LBL 23 g NOP 35 01
DSP 21 1 01 g NOP 35 01
. ‘ 83 RCL 1 34 01 g NOP ¢ 35 01
0 : 00 RCL 2 : 34 02 g NOP 35 01
0] 00 STO 1 i 3301 g NOP 3501
R/S . 84 + 61 gNOP | 3501
STO 1 3301 RCL 3 34 03 g NOP 35 01
1 01 STO 2 3302 g NOP 35 01
R/S ) 84 + 61 g NOP 13501
STO 2 © 3302 RCL 4 34 04 g NOP : 3601
2 . 02 STO 3 3303 g NOP ;1 3501
R/S 84 + 61 g NOP 35 01
STO 3 3303 RCL5 34 05 g NOP 35 01
3 03 STO 4 3304 g NOP ' 3601
R/S . 84 + C 61 g NOP 3501
STO 4 3304 RCL 6 '3406 g NOP 35 01
4 ’ 04 STO 5 33056 g NOP 3501
R/S 84 + 61 g NOP 35 01
STO 5 . 3305 RCL 7 34 07 g NOP 35 01
5 05 STO 6 . 3306 g NOP 35 01
R/S | 84 + . 61 g NoOP 35 01
STO6 3306 RCL8 3408 g NOP 3501
6 : 06 STO 7 3307 g NOP 35 01
R/S 84 + 61 g NOP 35 01
STO 7 3307 RCL 34 g NOP 35 01
7 07 9 09
R/S 84 + 81
STO 8 3308 DSP 21
8 08 . 83
R/S 84 2 02

R; x;, Used R; x4, Used R; x5, Used
Ry x;, Used Rs x5, Used Rg s, Used
R3 x3, Used Rg X6, Used Rg n




126  Stat 2—03A

HISTOGRAM (12 INTERVALS)

KEYS | CODE KEYS | CODE KEYS | CODE
E 15 GTO 22 D 14
RCL6 34 06 3 03 3 03
g x<y 35 22 3 03 CHS 42
GTO 22 - 51 X 71
0 L 00 D 14 ! 32
g x2y ; 356 07 STO 33 LOG 08
RCL 5 34 05 + 61 RTN 24
g x>y 3524 4 04 LBL 23
GTO L22 GTO 22 E 15
0 ' 00 0 00 R/S 84
- - 51 LBL 23 RTN 24
g x3y 3507 1 01 g NOP * 35 01
RCL S 3405 D 14 gNOP 3501
- 51 STO 33 gNOP 3501
+ 81 + 61 gNOP 3501
1 01 1 01 gNOP 13501
2 02 GTO 22 g NOP 3501
x 71 0 00 g NOP 3501
f 31 LBL 23 g NOP 35 01
INT 83 2 02 g NOP 3501
1 01 D 14 g NOP 3501
+ 61 STO 33 g NOP 3501
3 03 + 61 gNOP ' 3501
g x3y 3507 2 02 g NOP . 3501
g x<y 3522 GTO 22 gNOP 3501
GTO 22 0 00 gNOP 3501
1 Cooot LBL 23 gNOP 3501
3 - 03 3 03 gNOP | 3501
- | 51 D 14 g NOP ; 3501
g x<y 3522 STO 33 gNOP | 3501
GTO 22 + .61
2 P02 3 . 03
3 03 GTO 22
- 51 0 .00
g x<y 3522 LBL 2

Ry 0.bybybs R4 0.bjgobyibys R, O
R2 0.b4 b5 b6 R5 Xmin RS 0
R3 Ob-] bg bg RG Xmax Rg Used
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F DISTRIBUTION WITH ODD DEGREES
OF FREEDOM (CARD 1)

KEYS | CODE KEYS | CODE KEYS | CODE
STO 1 3301 X 71 X 71
R/S 84 2 02 RCL 6 34 06
LBL 23 x 71 1 01
B 12 g 35 + 61
STO 2 3302 w .02 X 71
R/S 84 + 81 gLSTX 3500
LBL 23 RCL4 '3404 1 01
C 13 + 61 + 61
g 35 R/S 84 STO 6 3306
RAD 42 LBL 23 + 81
RCL 1 34 01 D 14 STO 33
X 71 RCL 3 34 03 + 61
RCL 2 34 02 f 31 5 05
+ 81 cos 05 g 35
f 31 §1 32 DSz 83
Vx 09 Vx 09 GTO 22
! 32 STO 7 3307 1 01
TAN 06 RCL 3 3403 RCL5 3405
STO 3 3303 f 31 RCL3 3403
2 02 SIN 04 f 31
X 71 STO 8 3308 SIN 04
g 35 RCL 2 34 02 X 71
7 02 3 03 RTN 24
+ 81 g x=y 3523 gNOP 3501
STO 4 3304 RCL8 3408 g NOP 3501
RCL 2 34 02 RTN 24 g NOP 3501
1 01 - 51 g NOP 3501
STO 6 3306 2 02 g NOP 3501
g x=y 3523 + © 81 g NOP 3501
RCL 4 34 04 STO 8 3308 g NOP 3501
R/S 84 1 .0
D 14 STO5  '3305
RCL3 3403 LBL 23
f P31 1 [ 01
cos ; 05 RCL 7 i 3407
Ry v, Ry 20/ R, cos® 6
R, v, Rg Used Rg sin 8, Used
R; 0 Re Used Rg Used
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F DISTRIBUTION WITH ODD DEGREES
OF FREEDOM (CARD 2)

KEYS | CODE KEYS | CODE KEYS | CODE
CHS 42 1 01 LBL 23
1 01 - 51 B 12
STO 6 3306 2 02 RCL 3 34 03
+ 61 * 81 f 31
STO 5 3305 g 35 SIN 04
1 01 n! 03 ! 32
STO 4 3304 2 02 Vx 09
RCL 1 3401 x 71 X 71
g x=y 3523 g x2y 3507 RCL 4 34 04
RCL5 3405 + 81 RCL 2 3402
R/S 84 RCL 3 34 03 + 61
RCL 2 34 02 1 01 X 71
2 02 £t 32 RCL 4 34 04
+ 81 R->P 01 2 02
LBL 23 RCL 2 3402 + 61
C 13 g 35 STO 4 3304
. 83 y* 05 + 81
5 05 X 71 STO 33
g Xx=y 3523 X 71 + 61
GTO 22 STO 6 3306 7 07
2 02 STO 33 g 35
g x2y 3507 + 61 DSz 83
1 01 5 05 GTO 22
- 51 RCL 1 34 01 B 12
STO 33 3 03 RCL6 3406
X 71 g X=y 3523 RCL7 3407
6 06 RCL 5 34 05 X 71
c 13 R/S 84 RCL5 3405
LBL 23 - 51 + . 61
2 02 2 02 R/S | 84
g 35 = - 81
77 .02 STO8 13308
RCL6 3406 0 00
X LT STO 7 3307
RCL 2 E 34 02 1 01

Ry v, R; Used R; Used
Ry v, Rs Used Rg Used
R3 0 RG Used Rg Used
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ERLANG DISTRIBUTION
(GAMMA DISTRIBUTION)

KEYS | CODE KEYS | CODE KEYS | CODE
STO 1 3301 CHS 42 STO 8 3308
R/S 84 £l 32 CLX 44
LBL 23 LN 07 1 01
B 12 gLST X | 3500 LBL 23
STO 2 3302 CHS 42 3 03
R/S 84 RCL 1 3401 g 35
LBL 23 1 01 DSZ 83
C 13 - 51 GTO 22
RCL 1 34 01 g 35 1 01
RCL 2 3402 yX .05 LBL 23
= 81 gLST X 3500 2 02
R/S 84 g 35 g xay 3507
LBL 23 n! 03 CHS 42
c 13 = 81 1 32
RCL2 . 3402 X A LN 07
+ 81 RCL2 | 3402 x 7
R/S 84 X L7 CHS 42
LBL 23 R/S 84 1 01
C 13 LBL 23 + 61
RCL1 . 3401 0 00 R/S 84
1 oo 1 01 LBL 23
- i 51 RCL 1 34 01 1 01
RCL2 ' 3402 g x=y 3523 X 71
+ P81 RCL 2 34 02 RCL 8 3408
R/S 84 R/S © 84 + 81
LBL 23 0 00 1 01
D 14 R/S 84 + 61
t 41 LBL 23 GTO 22
CLX 44 E 15 3 03
g x=y 3523 RCL 2 3402 g NOP 3501
GTO 22 X 71
0 00 0 41
gR{ 3508 0 41
RCL 2 3402 0 41
X 71 RCL 1 34 01

Ry n R4 R7
R, A Rs Rg i
R3 Re Ry Used
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GEOMETRIC CURVE FIT

KEYS | CODE KEYS | CODE KEYS | CODE
f 31 R/S 84 c 13
REG 43 LBL I 23 RCL 7 3407
R/S I 84 c .13 R/S 84
LBL 23 RCL 6 34 06 LBL 23
B 12 RCL 2 34 02 D 14
f 31 RCL 4 3404 RCL 7 34 07
LN 07 X 71 f 31
STO 7 3307 RCL 1 34 01 LN 07
STO 33 + 81 RCL 34
+ -8t - 51 9 09
4 L4 STO 33 X 71
1 32 9 09 RCL5 34 05
Vx 09 RCL 3 3403 RCL 4 3404
STO 33 RCL 2 3402 1 32
+ 61 1 32 VX 09
5 05 Vx 09 RCL 1 34 01
g X2y 3507 RCL 1 34 01 + P81
STO 33 B 81 - 51
+ 61 _ 51 + 81
2 02 + 81 R/S 84
! 32 1 32 LBL 23
Vx 09 LN 07 E 15
STO 33 STO 7 3307 RCL7 3407
+ : 61 RCL 4 34 04 g x2y 3507
3 . 03 gLSTX 3500 g 35
gLST X ‘3500 RCL2 3402 yX .05
RCL7 3407 x 71 RCL8 3408
X n - 51 X 71
STO 33 RCL1 3401 R/S 84
+ . 61 + 81 g NOP 3501
6 i 06 f1 P32
RCL1 | 3401 LN o7
1 L0l STO 8 i 3308
+ 61 R/S 84
STO 1 3301 LBL 4 23
Ry n R, Z Iny; R; In Yi, b
R, Z x; R; Z (iny;)? Rg a
R; 2 x; Rg Z xjIny; Rg Used




Stat 2—07A

GOMPERTZ CURVE FIT

131

KEYS | CODE KEYS | CODE KEYS | CODE
f 31 y* 05 + 81
LN 07 STO 6 3306 RCL 2 34 02
STO 33 RCL 1 34 01 RCL 1 34 01
+ 61 RCL 3 3403 - 51
3 03 X ‘ 71 x 71
g R} 3508 RCL2 | 3402 -1 32
f 31 1 41 LN 07
LN 07 X 71 STO5 3305
STO 33 - | 51 R/S 84
+ 61 RCL1 | 3401 LBL 23
2 02 RCL 3 3403 c 13
g R{ 3508 + 61 RCL 6 34 06
f 31 RCL 2 3402 R/S 84
LN 07 2 02 LBL 23
STO 33 % 71 D ! 14
+ 61 - 51 RCL7 | 3407
1 01 + 81 R/S , 84
RCL 4 34 04 RCL 4 3404 LBL ; 23
1 01 + 81 E | 15
+ 61 ! 32 RCL6 | 3406
STO 4 3304 LN 07 g x2y 3507
R/S 84 STO 7 3307 g 35
LBL 23 RCL 6 3406 yX 05
B 12 1 01 RCL 5 34 05
RCL 3 3403 - 51 gx2y | 3507
RCL 2 34 02 RCL6 = 3406 g § 35
- 51 RCL4 ' 3404 yX \ 05
RCL 2 34 02 g i 35 RCL 7 ‘ 34 07
RCL 1 34 01 yX 05 X | 71
- 51 1 01 R/S . 84
+ 81 - . 51
RCL 4 34 04 0 L 41
g 35 X } 71
Ux 04 + 81
g 35 RCL 6 3406

R1 Sl R4 n R7 C

Rz S; RS a Rg O

R3 S3 RG b Rg 0
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WEIBULL DISTRIBUTION
PARAMETER CALCULATION

KEYS | CODE KEYS | CODE KEYS | CODE
f 31 LN 07 X 71

REG 43 STO 33 RCL 1 34 01

STO 1 3301 + 61 + 81

R/S 84 4 04 - 51

LBL 23 1 32 STO 8 3308
B 12 Vx 09 RCL 3 3403
f 31 STO 33 RCL 2 34 02
LN 07 + 61 -1 32
STO 33 5 05 VX 09
+ 61 gLST X | 3500 RCL1 | 3401

2 02 RCL8 ' 3408 + 81

STO8 - 3308 X 71 - 51

-1 ; 32 STO 33 + 81

Vx : 09 + 61 STO 7 3307

STO ! 33 6 06 RTN 24
+ ! 61 RCL7 | 3407 LBL 23
3 03 RTN | 24 E | 15
1 © 01 LBL : 23 RCL7 3407

RCL7 ' 3407 C 3 13 RCL8 | 3408

1 i 01 D ; 14 X ‘ 71

+ 61 RCL 4 34 04 RCL5 34 05
STO 7 3307 RCL 7 34 07 RCL 4 34 04
. f 83 RCL 2 3402 -1 32

3 .03 X 71 Vx 09

- 51 - . 51 RCL 1 34 01

RCL 1 3401 RCL1 . 3401 X 81

. 83 + 81 - 51

4 04 f-1 ! 32 + 81

+ 61 LN 07 RTN 24
+ 81 RTN 24 g NOP 3501

- 51 LBL 23

f 31 D 14

LN 07 RCL6 3406

CHS 42 RCL 2 3402

f 31 RCL 4 34 04

Ry n R; Used R; R;
R, ZInx; R; Used Rg Inx;, Used

R3 E(In Xi)2 RG Used Rg
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WEIGHTED REGRESSION (SPECIAL CASE)

KEYS | CODE KEYS | CODE KEYS | CODE
f 31 + 81 RCL 3 3403
REG 43 STO L 33 X B
0 00 + 61 RCL1 ' 3401
R/S 84 2 02 0 41
LBL 23 RCL 7 34 07 x 71
B 12 gLST X ' 3500 - 51
STO 33 + 81 + 81
+ 61 STO .33 STO 8 3308
5 05 + 61 RCL1 - 3401
STO 33 4 04 X ! 71
+ 61 RCL 34 CHS YV
7 07 9 09 RCL 4 34 04
0 41 gLSTX 3500 + . 61
X 71 + 81 RCL2 3402
STO 33 STO 33 + 81
+ 61 + 61 STO7 « 3307
9 09 6 06 R/S . 84
1 01 RCL 7 34 07 LBL 23
STO 33 0 00 D .14
+ 61 STO7 3307 RCL 8 34 08
1 01 STO 8 3308 R/S . 84
RCL 8 3408 STO 33 LBL 23
+ 61 9 09 E 15
STO 8 3308 g x2y 3507 RCL8 . 3408
R/S 84 R/S 84 x n
LBL 23 LBL 23 RCL7 | 3407
c 13 D 14 + .61
RCL 8 34 08 RCL5 ~ 3405 R/S 84
g x2y 3507 RCL 2 3402 gNOP ' 3501
X 71 X 71 gNOP | 3501
STO 33 RCL1 3401
+ 61 RCL4 = 3404
3 03 X 71
RCL 8 3408 - ‘ 51
gLST X | 3500 RCL 2 3402

R1 z nj R4 2z yij/xi R7 z Yij. 90

Ry, 2 nj/x; Rs 22 vij Rg nj.a

Rs Znjx Re ZZvij'/xi Ro ZVi
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POLYNOMIAL APPROXIMATION (CARD 1)

KEYS | CODE KEYS | CODE KEYS | CODE
STO7 | 3307 E 15 - 51
R/S 84 sTo . 33 RCL7 3407
STO 1 3301 + 61 RCL8 3408
STO2 | 3302 4 04 - 5]
STO3 | 3303 E 15 + 81
STO4 | 3304 | | sTO 33| |RCL8 3408
STO5 ' 3305 + 61 1 01
2 02 5 05 + 81
STO6 | 3306 2 02 STO8 | 3308
LBL 23 STO 33 + 81
0 00 + 61 RCL | 34
1 01 6 06 9 09
STO8 3308 GTO 22 g x2y 3507
RCL6 3406 0 00 sTO ' 33
2 02 LBL 23 9 ‘ 09
+ 81 E 15 RTN 24
R/S 84 RCL8 3408 LBL 23
STO 33 0 41 2 02
+ 61 + 61 CLX 44
1 01 1 01 STO4 3304
1 01 + 61 LBL 23
RCL6 3406 x 71 3 03
RCL7 3407 RCL7 3407 CLX 44
+ 81 RCL6 3406 STO5 3305
- 51 - 51 LBL 23
X 71 x 71 4 04
STO 33 g x2y 3507 R/S . 84
+ 61 RCL7 3407 gNOP 3501
2 02 RCL8 3408 gNOP | 3501
STO 33 + 61 gNOP | 3501
9 09 1 01
E 15 + 61
STO 33 x T
+ .61 RCL8 . 3408
3 -~ 03 x o

Ry Used, (f, fo) R4 Used, (f, f3) or O R7 N

R2 Used (f f; ) R5 Used, (f f4 )or 0 ‘Rs n

Ry Used, (f,f)  |Re 2i Ry fali) f(x;)




Stat 2—10A2 135
POLYNOMIAL APPROXIMATION (CARD 2)

KEYS | CODE KEYS | CODE KEYS | CODE
RCL 1 34 01 g R{ 3508 R/S 84
RCL 7 34 07 2 02 LBL 23
1 01 + 61 A 11
STO 8 3308 RCL6 ' 3406 RCL7 | 3407
+ 61 + 81 RCL8 | 3408
+ 81 STO 6 3306 1 01
STO 1 3301 RCL 3 3403 + 61
A 11 X 71 + 61
STO 33 STO 33 g 35
+ 81 — 51 n! 03
2 02 1 01 RCL7 34 07
A 11 RCL 8 34 08 RCL 8 3408
STO 33 RCL 3 3403 - 51
+ 81 X 71 g 35
3 03 STO 3 3303 n! 03
A 11 RCL 7 34 07 X 71
STO 33 RCL 7 34 07 RCL 8 34 08
+ 81 RCL 7 34 07 RCL 8 34 08
4 04 2 02 1 01
A 11 - 51 + 61
STO 33 + 81 STO 8 3308
+ 81 5 05 + 61
5 05 X 71 = 81
RCL 7 34 07 3 03 RCL 7 34 07
RCL 7 34 07 + 81 g 35
RCL 7 34 07 RCL 8 34 08 nt 03
1 01 g X2y 35 07 t 41
— 51 bs 71 X 71
2 02 STO 33 + 81
X 71 9 09 RTN 24
STO 6 33 06 gLSTX 3500
+ 81 RCL 6 34 06
3 03 X 71
X 71 STO 7 3307
STO 8 3308 CLX 44

Ry (f, fg), a0 Ry (f,f3), a3 R; Used

Ry, (f, fi) a R; (f, fs), a4 Rg Used

R; (f, f1), & Rg Used Rg Used




136  Stat 2—10A3

POLYNOMIAL APPROXIMATION (CARD 3)

KEYS | CODE KEYS | CODE KEYS | CODE
g Rt 3509 3 03 STO 5 3305
g Rt 3509 x 71 gLST X | 3500
3 03 4 04 STO 33
+ 61 + 81 X | 71
0 41 RCL6 ; 3406 8 08
t 41 gx2y - 3507 RCL 6 3406
5 05 X 71 % 71
- 51 STO 6 3306 STO 33
+ 81 gLSTX 3500 + 61
2 02 RCL 8 3408 1 01
X 71 X 71 RCL 8 3408
3 ' 03 STO 8 3308 STO 33
+ : 81 g Rt 3509 - 51
RCL 7 34 07 0 41 3 03
+ 61 ) 41 1 P01
STO7 | 3307 0 41 R/S . 84
RCL 4 34 04 3 03 - ‘ 51
X 71 - 51 STO 8 3308
STO 33 + 81 gLST X 3500
- _ 51 7 07 2 b02
2 : 02 X 71 X ! 71
gLST X 3500 4 04 + ! 61
RCL 34 + 81 RCL8 ' 3408
9 i 09 RCL7 3407 + 81
X ’ 71 g x3y 3507 STO 6 3306
STO4 3304 X 71 2 02
g Rt | 3509 STO 33 RCL 8 34 08
gRt | 3509 + 61 + 81
4 : 04 8 08 STO 8 3308
+ ; 61 gLSTX ' 3500 R/S 84
0 Y RCL - 34
0 Y 9 .09
7 | 07 x o7
- 51 RCL5 | 3405
+ 81 X 71

Ry Used, bg R; Used, bs R; Used

R, Used, b, R5 Used, by Rg Used, «

R; Used, b, Rg Used, Ry Used
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POLYNOMIAL APPROXIMATION (CARD 4)

KEYS | CODE KEYS | CODE KEYS | CODE
RCL 1 34 01 RCL 6 34 06 1 01
RCL 6 34 06 X 71 RCL 8 3408
RCL 2 34 02 STO 33 CHS 42
X 71 + | 61 0 41
+ 61 1 % 01 t 41
RCL 6 34 06 RCL S5 34 05 t 41
t 41 RCL6 34 06 STO 33
X 71 X : 71 X 71
RCL 3 34 03 4 04 2 02
X v 71 x 71 X 71
+ ; 61 STO 33 STO 33
STO 1 3301 + 61 x 71
RCL2 3402 4 04 3 03
RCL 6 34 06 RCL6 34 06 X 71
RCL 3 34 03 X 71 STO 33
X 71 1 01 X 71
2 02 . 83 4 04
x 71 5 05 X 71
+ 61 x 71 STO 33
STO 2 3302 STO 33 X 71
RCL 4 34 04 + 61 5 05
RCL6 ' 3406 3 03 RCL 1 34 01
X ; 71 gLST X 3500 R/S 84
3 03 + 81 RCL 2 3402
X 71 RCL 6 34 06 RCL 3 3403
STO 33 X ‘ 71 RCL 4 3404
+ v 61 STO 33 RCL 5 34 05
3 i 03 + 61 g NOP 3501
RCL6 @ 3406 2 02 g NOP 3501
X : 71 4 04 g NOP 35 01
STO 33 + : 81
+ i 61 RCL6 @ 3406
2 Co02] | x o7
3 | 03 STO | 33
+ ! 81 + 61

R1 bo, Co, do R4 b3, C3, d3 R7

R2 bl:cltdl R5 b4,C4,d4 R8 -

Rs by, cp,d; Rs B8 Rg
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TWO WAY ANALYSIS OF VARIANCE
(NO REPLICATIONS)

KEYS | CODE KEYS | CODE KEYS | CODE
sTO | 33 STO 33 + 61
+ |81 + 61 STO4 | 3304
7 o7 4 04 RCL5 = 3405
1 32 GTO 22 1 o
Vx 09 0 00 - 51
stToO | 33 LBL 23 STO5 3305
+ - 61 D 14 RCL 6 34 06
2 02 RCL 1 34 01 1 B |
R/S 84 ! 32 - 51
LBL 23 Vx 09 STO6 3306
B : 12 RCL5 3405 X 71
RCL 7 34 07 RCL 6 34 06 STO 7 3307
STO 33 X 71 + 81
+ 61 + 81 STO 8 3308
1 01 STO 7 3307 RCL 2 34 02
§1 32 CHS 42 RCL 5 34 05
Vx 09 RCL2 3402 + 81
STO 33 + 61 RCL 8 3408
+ 61 STO 1 3301 + 81
3 03 RCL 3 3403 R/S 84
LBL 23 RCL 6 34 06 RCL5 34 05
0 00 + 81 LBL 23
RCL7 3407 RCL 7 3407 E 15
0 00 - 51 RCL 3 3403
STO 7 3307 STO 2 3302 RCL 6 34 06
g x2y 3507 RCL 4 34 04 + 81
R/S 84 RCL5 3405 RCL 8 34 08
0 00 + 81 + 81
STO 2 3302 RCL 7 3407 R/S 84
R/S 84 - 51 RCL6 | 3406
LBL 23 STO3 ' 3303
c 13 RCL2 3402
RCL7 . 3407 + | 61
! L 32 CHS 42
Vx .09 RCL1 @ 3401

Ry == xjj, TSS R, == xij)Z, ESS {R; Used

R, ZZx;*,RSS Ry r,r-1 Rg ESS/(r-1) (c-1)

Rz Z (2 x;j)?,csS Rg c,c-1 Ry O




TWO WAY ANALYSIS OF VARIANCE

Stat 2—12A1 139

(WITH REPLICATIONS) CARD 1

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 LBL 23 3 03
A 11 c | 13 0 00
STO 33 RCL6 3406 STO 6 3306
+ 61 1 ‘ 32 STO 8 3308
1 01 Vx ‘ 09 gLST X | 3500
STO 33 STO 33 R/S 84
+ 61 + 61 LBL 23
7 07 9 09 1 01
£1 32 RCL 8 3408 STO 33
Vx 09 STO 33 - 51
STO 33 + 61 1 01
+ 61 5 05 STO 33
2 02 RCL 6 3406 - 51
1 01 0 00 7 07
RCL 4 34 04 STO 8 3308 f! 32
+ 61 STO 6 3306 Vx 09
STO 4 3304 g x2y 3507 STO 33
R/S 84 R/S 84 - 51
LBL 23 LBL 23 2 02
B 12 D 14 RCL 4 34 04
RCL 7 34 07 STO 33 1 01
STO 33 + 61 - 51
+ 61 6 06 STO 4 3304
6 06 1 01 R/S 84
f! 32 RCL8 ~ 3408 g NOP 35 01
Vx 09 + 61 g NOP 3501
STO 33 STO 8 3308 g NOP 3501
+ 61 R/S 84 g NOP 3501
8 08 LBL 23 g NOP 3501
RCL 7 34 07 E 15 g NOP 3501
0 00 RCL6 3406
STO 4 3304 ! 32
STO7 = 3307 Vx j 09
gx2y | 3507 STO 33
R/S 84 + 61

Ry XXX x Ry n R, ZXx

R, ZIZx? Ry 2T (Tx)? Rg Z(Zx)?

R; = (ZZ x)? Rg ZZx, I x Ry Z(ZZx)?
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TWO WAY ANALYSIS OF VARIANCE
(WITH REPLICATIONS) CARD 2

KEYS | CODE KEYS | CODE KEYS | CODE
STO8 | 3308 STO 33 STO 1 3301
R/S 84 9 09 R/S 84
STO 7 3307 RCL4 | 3404 tBL |, 23
R/S 84 - 51 B 12
STO6 | 3306 RCL3 3403 RCL2 | 3402
R/S 84 - 51 R/S 84
LBL 23 RCL 1 3401 LBL 23
A 11 + 61 C 13
RCL 1 3401 STO5 3305 RCL3 | 3403
! 32 RCL2 3402 R/S 84
Vx ! 09 RCL 34 LBL 23
RCL6 ' 3406 9 09 D 14
+ 81 - 51 RCL5 | 3405
RCL7 ' 3407 RCL4 3404 R/S . 84
+ 81 STO 33 LBL 23
RCL8 3408 9 09 E 15
+ 81 gR{ 35 08 RCL4 | 3404
STO 1 3301 STO 4 3304 R/S . 84
RCL3 ' 3403 RCL3 . 3403 gNOP | 3501
RCL6 ' 3406 RCL 1 34 01 g NOP 35 01
+ f 81 - 51 g NOP 3501
RCL8 | 3408 STO 3 3303 g NOP 3501
+ .81 RCL 34 g NOP 35 01
STO3 3303 9 09 gNOP 35 01
RCL 34 RCL 1 3401 gNOP 35 01
9 09 - 51 g NOP 3501
RCL6 3406 RCL2 3402 g NOP 35 01
+ . 81 STO 33 gNOP 35 01
RCL7 ' 3407 9 09 g NOP 35 01
+ 81 gR{ 3508 g NOP 3501
STO 4 33 04 STO2 | 3302
RCL5 | 3405 RCL 34
RCL6 | 3406 9 P09
+ 81 RCL1 | 3401
STO5 | 3305 - 51

R; XXX x, Used R; Used, ESS R, ¢

R, ZZTx*,RSS |Rs; Used, ISS Rg r

R3; Used, CSS Rg n Rg Used
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TWO WAY ANALYSIS OF VARIANCE
(WITH REPLICATIONS) CARD 3

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 R/S 84 RCL 6 34 06
A 1. RCL 6 3406 R/S 84
RCL 4 34 04 R/S 84 LBL 23
RCL 7 34 07 LBL 23 E 15
RCL 8 3408 B ! 12 RCL 4 34 04
X 71 RCL2 | 3402 R/S 84
RCL 6 3406 RCL5 | 3405 RCL 6 3406
1 01 + 81 R/S 84
- 51 R/S 84 g NOP 3501
X 71 RCL 8 3408 g NOP 3501
STO 6 3306 R/S ‘ 84 g NOP 3501
B 81 RCL 1 34 01 g NOP 3501
STO 4 3304 R/S : 84 g NOP 3501
RCL 5 3405 LBL 23 g NOP 3501
RCL 7 3407 C 13 g NOP 3501
1 : 01 RCL 3 3403 g NOP 35 01
- 51 RCL 7 34 07 g NOP 3501
STO7 | 3307 + 81 g NOP 3501
RCL8 | 3408 R/S ‘ 84 g NOP 3501
1 : 01 RCL4 = 3404 g NOP 3501
- i 51 + ‘ 81 g NOP 3501
STO8 ! 3308 R/S 84 g NOP 3501
X ; 71 RCL 7 3407 g NOP 35 01
STO1 ' 3301 R/S 84 g NOP 35 01
+ : 81 RCL 6 34 06 g NOP 3501
STO5 . 3305 R/S 84 gNOP 3501
RCL 2 3402 LBL | 23 g NOP 3501
RCL 8 3408 D | 14 g NOP 3501
+ 81 RCL5 3405 g NOP 3501
STO 2 3302 R/S 84 g NOP 3501
R/S 84 RCL 4 3404
RCL 4 34 04 + 81
+ 81 R/S 84
R/S 84 RCL 1 34 01
RCL 8 3408 R/S 84

Ry Used R, ESS, EMS R; ¢, c-1

R, RSS, RMS Rs 1SS, IMS Rg r.r-1

R; CSS Rg n,rc(n-1) Ry
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LATIN SQUARE (CARD 1)

KEYS | CODE KEYS | CODE KEYS | CODE
R/S 84 STO 33 9 09
0 00 + 61 GTO ‘ 22
STO 1 3301 5 05 0 ‘ 00
STO 2 3302 RCL 2 3402 LBL | 23
STO 3 3303 0 | 00 E ! 15
STO5 3305 STO1 | 3301 RCL 3 34 03
STO 6 3306 STO2 | 3302 RCL 1 34 01
R/S 84 CLX ‘ 44 - 51
LBL 23 RCL 4 3404 STO 33
A 11 R/S 84 - 51
STO 33 LBL 23 7 : 07
+ 61 C ‘ 13 RTN 24
| | 01 RCL6 @ 3406 STO 1 3301
f! ! 32 RCL5 . 3405 RCL 7 34 07
Vx 09 ! 32 R/S 84
STO 33 Vx 09 LBL * 23
+ 61 g Rt 3509 1 : 01
6 ; 06 STO2 . 3302 STO ‘ 33
1 01 1 41 - ‘ 51
RCL 2 34 02 X 71 1 ! 01
+ 61 * 81 ! ‘ 32
STO2 . 3302 STO 1 3301 Vx ‘ 09
R/S 84 - 51 STO ‘ 33
LBL 23 R/S ‘ 84 - 51
B 12 LBL 23 6 06
RCL1 ; 3401 C 13 RCL2 | 3402
£1 : 32 STO7 - 3307 1 01
Vx i 09 E ; 15 - 51
RCL 2 34 02 STO8 | 3308 STO 2 3302
= 81 GTO ‘ 22 R/S 84
STO : 33 0 ‘ 00
+ : 61 LBL f 23
3 03 D \ 14
RCL 1 34 01 E | 15
STO4 | 3304 STO ’ 33

Ry Used, TrSS R; Used R; TSS, Used, ReSS

R, n Ry ZZ x; Rg RSS

R3; Used Rs == x;° Ry CSS
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LATIN SQUARE (CARD 2)

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 + 81 g NOP 35 01
A 11 R/S 84 gNOP = 3501
RCL 2 3402 LBL 23 gNOP | 3501
3 03 C 1 13 g NOP 35 01
- 51 RCL1 | 3401 g NoP 3501
RCL 2 3402 RCL 2 34 02 g NoP 35 01
X 71 + 81 g NOP 35 01
2 | 02 R/S 84 g NOP 3501
+ © 61 LBL 23 g NOP 3501
STO3 | 3303 C 13 gNOP | 3501
RCL8 | 3408 RCL 7 34 07 gNOP . 3501
RCL 2 3402 + 81 gNOP | 3501
1 01 R/S 84 g NOP 3501
- 51 LBL 23 gNOP - 3501
STO 2 3302 D 14 gNOP ' 3501
+ 81 RCL 7 34 07 gNOP | 3501
R/S 84 R/S 84 gNOP 3501
LBL 23 LBL 23 gNOP | 3501
A 11 E 15 gNOP | 3501
RCL 7 3407 RCL 2 34 02 gNOP | 3501
RCL 3 3403 R/S 84 gNOP 3501
+ 81 LBL 23 gNOP . 3501
STO 7 3307 E 15 gNOP | 3501
+ 81 RCL3 . 3403 gNOP = 3501
R/S 84 R/S ‘ 84 gNOP | 3501
LBL 23 gNOP | 3501 gNOP | 3501
B 12 gNOP = 3501 gNOP | 3501
RCL 34 gNOP | 3501 gNOP 3501
9 09 gNOP 3501 g NOP 3501
RCL 2 3402 gNOP ' 3501 g NOP 3501
+ 81 gNOP ' 3501
R/S 84 gNOP = 3501
LBL 23 gNOP | 3501
B 12 gNOP | 3501
RCL 7 34 07 g NOP 3501

Ry TrSS R; Used R; ReSS

R2 n, n-1 RS 22X Xij Ra RSS

Ry Used, df, Re ZZ x;i Ry CSS ]
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ANALYSIS OF COVARIANCE

(ONE WAY) CARD 1

KEYS | CODE KEYS | CODE KEYS | CODE
STO 33 5 05 - 51
+ 61 0 00 R/S 84
1 01 STO 1 3301 LBL 23
! 32 STO 2 3302 D 14
Vx 09 RCL 8 3408 + 81
STO 33 R/S 84 g x2y 3507
+ 61 LBL 23 RCL5 34 05
6 06 o 13 RCL 4 3404
1 01 RCL 6 3406 - 51
RCL 2 34 02 RCL 7 34 07 R/S 84
+ 61 £ 32 LBL 23
STO 2 3302 Vx 09 D 14
R/S 84 RCL5 34 05 + 81
LBL 23 + 81 + 81
B 12 - 51 R/S 84
1 01 R/S 84 LBL 23
STO 33 LBL 23 E 15
+ 61 c : 13 STO 33
4 04 RCL3 . 3403 - 51
RCL 1 34 01 RCL7 - 3407 1 01
£ 32 f! ‘ 32 ! 32
Vx 09 Vx ' 09 Vx 09
RCL 2 34 02 RCL 5 34 05 STO 33
+ 81 + 81 - 51
STO 33 - 51 6 06
+ 61 R/S 84 RCL 2 34 02
3 03 LBL 23 1 01
RCL 1 34 01 c 13 - 51
STO 8 3308 - 51 STO 2 3302
STO 33 R/S 84 R/S 84
+ 61 LBL 23
7 07 D 14
RCL 2 34 02 gLST X | 3500
STO 33 RCL 4 34 04
+ 61 1 01

Ry Used R; Used R; Used

R, Used R; Zn; Rg Used

R3 Used R6 Used Rg
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ANALYSIS OF COVARIANCE

(ONE WAY) CARD 2

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 STO 33 c 13
A 1 + 61 RCL8 ' 3408
STO 33 9 09 RCL ; 34
+ 61 0 00 9 09
8 08 STO 5 3305 - . 51
g x2y 3507 STO 7 3307 STO 7 i 3307
STO 33 STO8 3308 RTN 24
+ 61 1 01 LBL .23
7 07 RCL 6 34 06 E j 15
X 71 + 61 STO 33
STO 33 STO 6 3306 — 51
+ 61 RTN 24 8 08
3 03 LBL 23 gx2y | 3507
1 01 C 13 STO ' 33
RCL5 | 3405 RCL 3 3403 - . 51
+ _ 61 RCL 1 34 01 7 L 07
STO5 ' 3305 RCL 2 34 02 % ‘ 71
RTN 24 X 71 STO | 33
LBL 23 RCL 34 - 51
B 12 9 09 3 03
RCL 7 3407 STO 5 3305 RCL 5 34 05
STO 33 - 81 1 01
+ 61 STO 7 3307 - 51
1 01 - 51 STO 5 3305
RCL 8 3408 STO 8 3308 R/S - 84
STO - 33 RTN 24 gNOP | 3501

o+ 61 LBL 23 gNOP | 3501
2 02 c 13 gNOP | 3501
x 71 RCL4 3404 gNOP | 3501
RCL5 3405 RCL 7 34 07 gNOP | 3501
< 81 - 51
STO 33 STO 33
+ 61 9 09
4 04 RTN 24
RCL 5 3405 LBL 23

Ry ZZ x;j R; Used R; 2 x;, WSP

Ry, ZZyj Rs j.Zn; Rg Zyvyj. TSP

R3 2z XijYij RG k Rg z n;, ASP
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ANALYSIS OF COVARIANCE

(ONE WAY) CARD 3

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 STO 1 3301 g NOP 3501
A 11 RTN 24 g NOP 3501
RCL 8 3408 LBL 23 g NOP 3501
E 15 B 12 g NOP 35 01
STO 3 3303 RCL 4 34 04 g NOP 3501
RTN 24 RCL5 34 05 g NOP 35 01
LBL 23 RCL 6 3406 g NOP 3501
A 1 - 51 g NOP 3501
RCL 7 34 07 2 02 g NOP 3501
E _ 15 - 51 g NOP 3501
STO4 | 3304 STO5 | 3305 g NOP 35 01
RTN 24 + 81 g NOP 35 01
LBL 23 STO2 | 3302 g NOP 35 01
A - 11 RTN 24 g NOP 35 01
RCL3 | 3403 LBL 23 g NOP 3501
RCL4 ' 3404 c 13 g NOP 35 01
- i 51 RCL1 i 3401 g NOP 3501
STO 3 3303 RCL 2 34 02 g NOP 35 01
RTN 24 + 81 gNOP ' 3501
LBL 23 RTN 24 g NOP 35 01
E 15 LBL 23 gNOP | 3501
1 41 D 14 g NOP 35 01
X i 71 RCL6 = 3406 g NOP 3501
g R1 3509 RTN ? 24 g NOP 35 01
+ 81 LBL 23 g NOP 35 01
- 51 D | 14 g NOP 35 01
RTN 24 RCL5 ' 3405 g NOP 35 01
LBL 23 RTN ; 24 g NOP 3501
B 12 gNOP | 3501 g NOP 35 01
RCL 3 3403 gNOP 3501 gNoP 3501
RCL 6 34 06 g NOP 35 01
1 01 g NOP 3501
- 51 g NOP 35 01
STO 6 3306 g NOP 3501
+ 81 g NOP 3501

Ry ZZ x;j, AMSy |R, Used, WSSy R, WSP

Ry ZZvy;,WMSy |Rs Zn; =Zn-k-1 |Rg TSP

R; Used Rg k, k-1 Ry ASP




Stat 2—15A 147

ONE SAMPLE TEST STATISTICS

FOR THE MEAN

KEYS | CODE KEYS | CODE KEYS | CODE
0 00 + 61 + 81
STO 1 3301 g 35 RCL 1 34 01
STO 2 3302 ABS 06 f 31
STO 3 3303 STO 1 3301 VX 09
STO 4 3304 X 71 x 71
R/S 84 STO 33 RTN 24
LBL 23 + - 61 LBL 23
A 1 3 |03 E 15
RCL 2 3402 RCL1 : 3401 RCL 2 34 02
- 51 RTN P24 RCL 6 34 06
RCL 4 34 04 LBL I 23 - 51
- 51 B 12 RCL5 | 3405
RCL 1 34 01 RCL2 ' 3402 + 81
1 : 01 R/S . 84 RCL 1 34 01
+ 61 LBL 1 23 f 31
+ 81 B 12 Vx 09
1 41 RCL3 |, 3403 X 71
0 . 41 RCL1 | 3401 RTN 24
RCL4 . 3404 1 01 LBL 23
+ 61 - 51 1 01
1 41 + -8 RCL 1 34 01
t ; 41 f I 31 CHS 42
RCL2 : 3402 Vx 09 STO 1 3301
+ 61 STO 5 3305 g R 3508
STO 2 3302 RTN 24 A 1
gLST X | 3500 LBL 23 R/S 84
- 51 c 13 g NOP 35 01
- 51 STO 6 3306 g NOP 3501
STO 4 3304 RTN 24 g NOP 3501
g R{ 3508 LBL 23 g NOP 35 01
X 71 D 14
RCL 1 3401 RCL 2 3402
X 71 RCL 6 34 06
1 01 - 51
g LST X | 3500 g xay 35 07

Ry n(or-n) R; Used R,

R, running mean Rs s Rg

R3 Used RG Mo Rg
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TEST STATISTICS FOR THE
CORRELATION COEFFICIENT

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 Vx 09 + 81
A 11 RCL 1 3401 RTN 24
STO 1 3301 X 71 g NOP 35 01
LBL 23 RTN 24 g NOP 3501
0 00 LBL 23 gNOP | 3501
g 35 D 14 gNOP | 3501
ABS 06 STO 3 3303 g NOP 3501
1 01 GTO 22 g NOP 3501
g X2y 3507 0 00 gNOP 3501
g x>y 3524 LBL 23 gNOP . 3501
0 00 E 15 gNOP . 3501
= 81 RCL 1 3401 gNOP ' 3501
gLSTX 3500 1 01 gNOP 3501
RTN 24 + 61 gNOP | 3501
LBL 23 1 01 gNOP | 3501
B 12 RCL 1 3401 g NOP 3501
STO 2 3302 - 51 gNOP ' 3501
3 03 + 81 g NOP 35 01
g x2y 3507 1 01 g NOP 3501
g x<y 3522 RCL 3 3403 g NOP 3501
0 00 - 51 g NOP 3501
+ 81 X 71 g NOP 3501
RTN 24 1 01 gNOP 3501
LBL 23 RCL 3 3403 gNOP | 3501
c 13 + 61 gNOP 3501
RCL 2 3402 + 81 gNOP | 3501
2 02 f 31 gNOP | 3501
- 51 LN 07 gNOP | 3501
1 01 RCL 2 3402 gNOP | 3501
RCL1 . 3401 3 03 g NOP 3501
£l 32 — 51
Vx 09 f 1 31
- | 51 Vx f 09
+ \ 81 % ‘ 71
f L3 2 .02
|

R1 r R4 R7

R2 n R5 Ra

R3 po Rg Ry Scratch
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KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 STO 33 + 61
A 1 + 61 + 81
0 00 6 06 RTN 24
STO 1 3301 1 01 g NOP 3501
STO 2 33 02 RCL 3 34 03 g NOP 3501
STO 3 3303 + 61 g NOP 35 01
STO 5 3305 STO 3 3303 g NOP 3501
STO 6 3306 RTN 24 g NOP 35 01
RTN 24 LBL 23 g NOP 35 01
LBL 23 C 13 g NOP 3501
B 12 RCL 5 3405 g NOP 3501
STO 33 RCL 1 34 01 g NOP 3501
+ 61 - 81 g NOP 35 01
1 01 RCL 6 34 06 g NOP 3501
- 51 RCL 2 34 02 g NOP 35 01
STO 4 3304 + 81 g NOP 3501
STO 33 + 61 g NOP 35 01
+ 61 1 01 g NOP 35 01
2 02 — 51 g NOP 35 01
gLSTX 3500 RCL1 3401 gNOP ' 3501
+ 61 RCL 2 34 02 g NOP 35 01
gLST X 3500 + 61 g NOP 3501
t 41 X 71 g NOP 35 01
X 71 RTN 24 g NOP 3501
gx2y 3507 LBL 23 gNOP 3501
+ 81 D 14 gNOP 35 01
STO 33 RCL 3 3403 g NOP 35 01
+ 61 1 01 gNOP | 3501
5 05| | - 51 gNOP | 3501
gLST X, 3500 RTN 24 g NOP 35 01
RCL4 | 3404 LBL 23
1 Y E 15
X ' 71 RCL1 | 3401
g X2y 35 07 RCL1 | 3401
+ 81 RCL 2 l 3402

Ry > X R4 nj—X; R7

Ry Z (nj-x;) Rs Z (x%/n) Rs

R3 k Re p (ni-Xi)z/ni Rg
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BEHRENS-FISHER STATISTIC

KEYS |CODE KEYS | CODE KEYS | CODE
0 00 + 61 RCL 1 3401
STO 1 3301 g 35 1 01
STO 2 3302 ABS _ 06 - 51
STO 3 3303 STO1 | 3301 + 81
STO 4 3304 X 71 RCL 1 3401
R/S 84 STO 33 + 81
LBL 23 + 61 STO 8 3308
A 11 3 03 RCL 6 3406
RCL 2 3402 RCL 1 34 01 + 61
— 51 R/S 84 f 31
RCL 4 34 04 LBL 23 VX 09
- 51 B 12 & 81
RCL1 | 3401 RCL 2 3402 RTN 24
1 ! 01 STO5 | 3305 LBL 23
+ 61 RCL 3 3403 E 15
+ 81 RCL 1 34 01 RCL6 | 3406
0 : 41 1 01 RCL 8 34 08
t | 41 - 51 + 81
RCL 4 3404 + 81 f 31
+ 61 RCL1 34 01 Vx 09
t 41 + ‘ 81 f1 32
0 ! 41 STO6 ' 3306 TAN 06
RCL2 3402 RTN 24 RTN 24
+ i 61 LBL 23 LBL 23
STO2 = 3302 c 13 1 01
gLST X | 3500 STO7 , 3307 RCL 1 3401
- : 51 RTN i 24 CHS 42
- | s | LBL 23| | sT01 | 3301
STO4 = 3304 D | 14 g R{ 3508
gR{ 3508 RCL5 ' 3405 A 11
X 71 RCL 2 3402
RCL 1 34 01 - ‘ 51
x 71 RCL7 | 3407
1 01 - 51
gLST X | 3500 RCL 3 3403

R1 n R4 Used R7 D

R, runningmean |Ry X Rs s:°/m,

R3 Used Rs $1 2/n1 Rg
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KRUSKAL-WALLIS STATISTIC

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 + 61 1 01
A 1 STO 4 3304 - 51
0 00 0 00 STO 1 3301
STO1 3301 STO 1 3301 R/S 84
STO 2 3302 STO 2 3302 g NOP 3501
STO 3 3303 RCL 4 3404 g NOP 3501
STO 4 3304 RTN 24 g NOP 3501
STO 5 3305 LBL | 23 g NOP 3501
RTN 24 D ; 14 g NOP 35 01
LBL 23 RCL 3 3403 g NOP 35 01
B 12 4 04 g NOP 35 01
STO 33 x 71 g NOP 35 01
+ 61 RCL5 = 3405 g NOP 3501
2 02 . i 81 g NOP 3501
RCL 1 3401 RCL5 | 3405 g NOP 3501
1 01 1 o1 gNOP | 3501
+ 61 + 61 g NOP 3501
STO 1 3301 + 3 81 g NOP 3501
RTN 24 gLSTX = 3500 g NOP 3501
LBL 23 - ! 51 g NOP 3501
c 13 3 03 g NOP 35 01
RCL 1 34 01 X 71 g NOP 3501
STO 33 RTN 24 g NOP 3501
+ 61 LBL 23 g NOP 3501
5 05 E 15 g NOP 3501
RCL 2 3402 RCL 4 3404 g NOP 3501
! 32 1 01 gNOP 3501
Vx 09 - 51 g NOP 35 01
g x2y 3507 RTN 24 g NOP 3501
+ 81 LBL 23 g NOP 35 01
STO 33 1 ; 01
+ 61 STO 33
3 03 - | 51
RCL 4 34 04 2 02
1 01 RCL 1 34 01

Ry n R, k R,

Ry I Rjj R; N Rs

R3 Used Rs Rg
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MEAN-SQUARE SUCCESSIVE DIFFERENCE

KEYS |CODE | | KEYS CODE| | KEYS | CODE
LBL 23 RCL5 | 3405 RTN | 24
A 1 GTO | 22 gNOP | 3501
0 00 B 12 gNOP ' 3501
STO1 | 3301 LBL 23 gNOP | 3501
STO2 3302 D 14 gNOP | 3501
STO3 | 3303 RCL4 ~ 3404 g NOP 3501
ST04 ' 3304 RCL 3 3403 gNOP 3501
RTN 24 RCL 2 34 02 gNOP ' 3501
LBL 23 0 41 g NoP 3501
B 12 x 71 g NOP 3501
STO5 3305 RCL 1 3401 g NOP 3501
STO 33 + 81 gNOP . 3501
+ 61 - 51 g NOP 35 01
2 02 + 81 gNOP 3501
0 41 STO 5 3305 gNOP ' 3501
x 71 RTN 24 g NOP 3501
STO 33 LBL 23 g NOP 3501
+ 61 E 15 g NOP 3501
3 03 1 01 g NOP 3501
RCL 1 34 01 RCL5 3405 g NOP 3501
1 01 2 02 g NOP 3501
+ 61 + 81 gNOP 3501
STO 1 3301 - 51 gNOP | 3501
RTN 24 RCL 1 3401 gNOP | 3501
LBL 23 2 02 gNOP 3501
C 13 - 51 gNOP | 3501
RCL5 3405 RCL 1 3401 g NOP 3501
g x2y 35 07 0 41 gNOP | 3501
STO 5 3305 X 71 g NOP ‘ 3501
- 51 1 01 gNOP | 3501
0 41 - 51
X 71 + i 81
SsTO ; 33 f 3
+ | 61 Vx C09
4 | 04 + ! 81

Ri n Ry 2 (xj-x;_1)? R,

Rz > Xj R5 Xi, N Ra

R3 E X RG Rg
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3XK CONTINGENCY TABLE

153

KEYS | CODE KEYS | CODE KEYS | CODE
f 31 sTO | 33 + 61
REG 43 + ! 61 9 ‘ 09
0 00 4 04 RCL6 = 3406
R/S 84 RCL 34 RCL3 | 3403
LBL 23 9 09 + 81
B i 12 RCL 7 3407 STO 33
STO | 33 + 81 + 61
+ : 61 STO 33 9 09
3 03 + 61 RCL 34
STO 7 3307 5 05 9 09
0 41 RCL 8 3408 1 01
X 71 RCL 7 34 07 - 51
STO 8 3308 + 81 RCL 8 34 08
gR{ 3508 STO 33 x 71
STO 33 + 61 R/S 84
+ 61 6 06 LBL 23
2 02 RCL 7 3407 D 14
STO 33 R/S 84 4 41
+ 61 LBL 23 0 ‘ 41
7 07 c 13 RCL 8 34 08
0 41 RCL 1 34 01 + ‘ 61
X 71 RCL 2 3402 * 81
STO 33 RCL 3 3403 f 31
9 09 + 61 VX 09
g R{ 3508 + 61 R/S 84
STO 33 STO 8 3308 RCL1 . 3401
+ , 61 RCL 4 34 04 RCL2 | 3402
1 ; 01 RCL1 | 3401 RCL 3 3403
STO 33 + 81 RCL 8 34 08
+ : 61 STO 33 g NOP 3501
7 07 9 g 09
t i 41 RCL5 ; 3405
X | 71 RCL2 | 3402
RCL7 | 3407 + 81
+ ! 81 STO 33

Ri R, Ra = xi%/G R; G

R, R, R; Z x2j2 /C; Rg X3j2 ,N

R; R; Rs Z x3;°/G; Ry xgj%, Used
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THE RUN TEST FOR RANDOMNESS

KEYS | CODE KEYS |CODE KEYS | CODE
LBL 23 0 41 g NOP 3501
A 1 X 71 gNOP | 3501
STO 2 3302 RCL 8 3408 g NOP 3501
g R 3508 1 01 g NOP 35 01
STO 1 3301 - 51 g NOP 3501
R/S 84 X 71 g NOP 35 01
LBL 23 + 81 g NOP 3501
B 12 f 31 g NOP 3501
STO3 3303 Vx 09 gNOP | 3501
R/S ! 84 STO5 = 3305 g NOP 3501
LBL ; 23 R/S 84 g NOP 3501
c ! 13 LBL 23 g NOP 3501
RCL1 | 3401 E 15 g NOP 3501
RCL2 | 3402 RCL 3 3403 gNOP ' 3501
X 71 RCL 4 3404 gNOP | 3501
2 02 - 51 g NOP 3501
x , 71 RCL 5 34 05 gNOP | 3501
STO 7 3307 + | 81 g NOP 3501
RCL 1 34 01 STO6 3306 g NOP 35 01
RCL 2 34 02 R/S 84 g NOP 35 01
+ 61 g NOP 35 01 gNOP | 3501
STO 8 3308 g NOP 3501 gNOP | 3501
= 81 g NOP 3501 g NOP 3501
1 ; 01 g NOP 35 01 g NOP 3501
+ ; 61 g NOP 3501 gNOP | 3501
STO4 - 3304 g NOP 3501 gNOP | 3501
RIS | 84 gNOP | 3501 gNOP | 3501
LBL 23 g NOP 35 01 gNOP | 3501
D 14 g NOP 3501 g NOP 35 01
RCL7 | 3407 g NOP 35 01 g NOP 3501
RCL8 | 3408 gNOP | 3501
- : 51 g NOP 3501
RCL 7 34 07 g NOP 3501
X 71 g NOP 3501
RCL 8 3408 g NOP 3501

R1 ny R4 M R7 2 N Ny

Rz ny RS g R8 ny+ny

R3 u RG y4 Rg
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INTRACLASS CORRELATION COEFFICIENT

KEYS |CODE KEYS | CODE KEYS | CODE
STO 33 R/S 84 + 81
+ 61 LBL 23 R/S 84
6 06 C 13 LBL 23
1 32 RCL 4 3404 D 14
Vx 09 RCL 3 3403 RCL 7 3407
STO 33 -1 32 RCL 8 3408
+ 61 Vx .09 RCL 1 3401
5 05 RCL2 ! 3402 + 81
1 01 + L 81 + 81
RCL 1 34 01 - 51 R/S 84
+ 61 RCL7 | 3407 LBL 23
STO 1 3301 STO 1 3301 E 15
R/S - 84 + .81 RCL 2 3402
LBL 23 RCL 2 34 02 1 01
B 12 1 01 - 51
RCL6 | 3406 - 51 R/S 84
STO8 | 3308 - 81 LBL 23
STO ' 33 STO 7 3307 E 15
+ i 61 RCL5 . 3405 RCL 1 34 01
3 I 03 RCL4 3404 RCL 2 3402
£-1 . 32| | RcLT | 3401 | |«x 7
Vx g 09 + 81 R/S 84
STO L33 - Y g NOP 3501
+ Y RCL2 = 3402 gNOP | 3501
4 04 + L 81 g NOP 3501
RCL1 | 3401 STO 8 3308 g NOP 3501
STO7 . 3307 RCL 1 3401 gNOP | 3501
0 .00 1 01 g NOP 3501
STO 1 3301 - 51 g NOP 3501
STO 6 3306 STO 1 3301 g NOP 3501
1 01 + 81
RCL 2 34 02 - 51
+ 61 RCL 7 3407
STO 2 3302 RCL 8 3408
RCL 8 3408 + 61

R1 n, n-1 R4 > Ti2 R7 n, ASS/k-1

R, k Rs Z x;’ Rg T; WSS/k

R; ZT; Rg Ti Rg O
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FISHER'S EXACT TEST
FOR A 2x2 CONTINGENCY TABLE

KEYS | CODE KEYS | CODE KEYS | CODE
STO 4 3304 n! 03 + 1 61
g RY 3508 X : 71 2 ; 02
STO 3 3303 STO7 ' 3307 STO ! 33
gR{ 3508 0 1 00 + ; 61
STO 2 3302 STO5 ' 3305 3 ‘ 03
g x2y 3507 g Ry : 3508 STO : 33
STO1 3301 LBL 23 - 51
STO8 3308 0 00 4 04
+ : 61 RCL 1 34 01 STO ~ 33
STO5 | 3305 g 35 - 51
gR{ 3508 n! 03 8 08
+ v 61 + 81 RCL 7 34 07
STO 6 3306 RCL 2 3402 GTO 22
g 35 g 35 0 00
n! 03 n! 03 LBL 23
RCL 5 34 05 + 81 C 13
g 35 RCL 3 34 03 RCLS5 34 05
n! 03 g 35 R/S 84
x ' 71 n! 03 LBL 23
RCL5 = 3405 + 81 D 14
RCL 6 34 06 RCL 4 34 04 RCL 8 3408
+ f 61 g 35 0 00
g 35 n! 03 g X=y . 3523
n! 03 + 81 RCL5 | 3405
+ 81 STO 33 R/S - 84
RCL 1 34 01 + 61 B % 12
RCL3 | 3403 5 05 GTO 22
+ . 61 RTN 24 D 14
g | 35 LBL 23 gNOP | 3501
n! | 03 B 12 gNOP | 3501
X f 71 1 ; 01
RCL2 | 3402 STO ; 33
RCL4 | 3404 - | 51
+ 61 1 01
g | 35 STO 33
|

Ry a Ry d R; Used

R, b R; atb, Used Rg Used

R3 [+ RG c+d Rg
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PROBABILITY OF NO REPETITIONS
IN A SAMPLE (BIRTHDAY PROBLEM)

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 LBL | 23 g NOP 35 01
A 11 1 ‘ 01 g NOP 3501
STO 1 3301 RCL 3 3403 gNOP | 3501
RTN 24 1 01 gNOP | 3501
LBL 23 - ‘ 51 gNOP ' 3501
B 12 STO 3 3303 gNOP | 3501
STO 2 3302 1 01 g NOP 3501
STO 3 3303 g x>y 3524 g NOP 3501
RTN 24 RCL 4 34 04 gNOP | 3501
LBL j 23 RTN 24 gNOP | 3501
c ’ 13 g x2y 3507 gNOP | 3501
RCL 2 3402 RCL1 34 01 gNOP 3501
1 41 + 81 gNOP ' 3501
f 31 - 51 g NOP 3501
INT 83 RCL 4 3404 g NOP 3501
g X#y 35 21 X 71 g NOP 3501
0 00 STO 4 3304 g NOP 3501
+ 81 GTO 22 g NOP 3501
RCL1 ~ 3401 1 01 gNOP . 3501
1 41 LBL 23 gNOP . 3501
f 31 D 14 gNOP - 3501
INT 83 1 01 gNOP . 3501
g x#y 35 21 RCL 4 34 04 g NOP 3501
0 00 - 51 gNOP | 3501
+ 81 RTN 24 gNOP 3501
RCL 2 34 02 g NOP 3501 gNOP . 3501
g x>y 3524 g NOP 3501 g NOP 3501
0 00 g NOP 35 01 g NOP 3501
+ 81 g NOP 3501 gNOP | 3501
1 i 01 g NOP 3501 g NOP 3501
g x>y 3524 gNOP 3501

0 00 gNOP | 3501

+ : 81 gNOP | 3501

1 01 g NOP 3501

STO 4 3304 g NOP 3501

Ry m R; 1,Used R,

R, nUssd  [Rg = |Rg Scratch
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X AND R CONTROL CHARTS

KEYS | CODE KEYS | CODE KEYS | CODE
1 32 + 61 RCL 6 34 06
TF1 61 STO 1 3301 + 81
GTO 22 RTN 24 RTN 24
1 01 f 31 LBL 23
0 00 REG 43 C 13
STO 1 3301 f 31 RCL 8 34 08
STO 2 3302 SF1 51 RCL 6 34 06
STO 3 3303 R/S 84 + 81
g x2y 3507 LBL 23 STO 3 3303
STO 4 3304 B 12 R/S 84
STO 5 3305 f 31 LBL 23
-1 32 SF1 51 D 14
SF1 51 RCL 6 3406 RCL 3 3403
LBL 23 1 01 x 71
1 | 01 + 61 C 13
RCL4 | 3404 STO6 3306 g x2y 3507
gx2y | 3507 RCL 2 34 02 - 51
9>y : 35 24 RCL1 . 3401 R/S 84
gNOP | 3501 + 81 LBL 23
STO4 | 3304 STO 33 D 14
RCL 5 | 34 05 + 61 gLST X | 3500
gx2&y | 3507 7 07 2 02
gxy ' 3522 R/S 84 X 71
gNOP ' 3501 LBL 23 + 61
STO5 3305 B 12 R/S 84
STO 33 RCL 4 34 04 LBL 23
+ 61 RCL 5 34 05 E 15
2 02 - 51 RCL 3 3403
! 32 STO 33 X 71
Vx 09 + 61 R/S 84
STO 33 8 08
+ 61 R/S 84
3 03 LBL 23
RCL 1 34 01 c 13
1 01 RCL 7 34 07

Ry n R;s Xmax R, Z X

R2 2 Xij RS X min Ra E Ri

R; Zx;%, R Rg m Rg Scratch
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p AND ¢ CONTROL CHARTS

KEYS | CODE KEYS | CODE KEYS | CODE
0 00 R/S 84 3 03
STO 1 3301 LBL 23 X 71
STO 2 3302 D 14 STO 3 3303
STO3 3303 1 01 - 51
R/S 84 RCL 4 3404 0 00
LBL 23 - 51 g x<y 3522
A 11 RCL4 | 3404 g x2y 3507
STO 33 X | 71 g NOP 3501
+ 61 gx2y | 3507 R/S 84
2 02 + 81 LBL 23
RCL 1 34 01 f 31 E 15
1 01 Vx 09 RCL4 | 3404
+ 61 3 ! 03 RCL 3 34 03
STO 1 3301 X 71 + 61
R/S 84 STO 3 3303 R/S 84
LBL 23 RCL 4 34 04 g NOP 35 01
B 12 g x2y 3507 g NOP 3501
STO 33 - 51 g NOP 3501
+ 61 0 00 g NOP 3501
1 01 g x<y 35 22 g NOP 3501
X ! 71 g x2y 3507 g NOP 35 01
STO | 33 g NOP 3501 g NOP 3501
+ I 61 R/S 84 g NOP 3501
2 02 LBL 23 g NOP 3501
RCL 3 34 03 D 14 g NOP 3501
1 01 RCL 4 3404 g NOP 3501
+ 61 RCL 3 3403 g NOP 3501
STO 3 3303 + 61 g NOP 35 01
R/S 84 R/S 84 g NOP 35 01
LBL 23 LBL 23 g NOP 3501
c 13 E 15
RCL 2 3402 RCL 4 34 04
RCL 1 34 01 RCL 4 34 04
+ 81 f 31
STO 4 3304 Vx 09

Ry morZn; Ry porpy orc R,

R, Used Rs Rg

Rz m, Used Re Rg Scratch
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OPERATING CHARACTERISTIC CURVE (TYPE A)

KEYS | CODE KEYS | CODE KEYS | CODE
RCL 1 34 01 + 81 g x2y 35 07
X 71 gLST X | 3500 STO 5 3305
f 31 RCL 1 34 01 1 01
INT 83 RCL4 : 3404 STO 7 3307
STO4 | 3304 - - 51 + 61
RCL 1 34 01 RCL2 : 3402 STO6 3306
RCL 2 34 02 — 51 CLX 44
E 15 + 61 g x=y 35 23
RCL 1 - 34 01 + 81 1 01
RCL 4 34 04 RCL 6 34 06 RTN 24
- 51 X 71 LBL 23
RCL 2 34 02 STO 6 3306 1 01
E 15 STO 33 gR{ 3508
g Rt 35 09 + 61 1 01
+ 81 7 07 RCL 7 34 07
STO 5 3305 RCL 3 34 03 + 61
STO 6 3306 1 01 STO7 3307
STO 7 3307 RCL 8 3408 g x>y . 3624
RCL 3 34 03 + 61 RCL6 | 3406
0 00 STO 8 3308 RTN : 24
STO 8 3308 g X#y 35 21 RCLS5 | 3405
g x=y 3523 GTO 22 g xa2y 35 07
RCL 5 34 05 0 00 + : 61
R/S - 84 1 01 gLSTX . 3500
LBL 23 RCL 7 34 07 + 81
0 00 g x>y 3524 RCL 6 34 06
RCL4 3404 g xZy 3507 X 71
— ; 51 g NOP 3501 STO6 . 3306
RCL8 3408 R/S 84 GTO 22
RCL 2 3402 LBL 23 1 01
— 51 E ‘ 15
X A - - 81
RCL8 | 3408 gLST X | 3500
1 01 g X<y i 3522
+ ! 61 STO 6 | 3306

R1 N R4 M R7 Used
R, n R5 f(0) Rg Counter x
R; ¢ Rg Used Rg Scratch
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OPERATING CHARACTERISTIC CURVE (TYPE B)

KEYS | CODE KEYS | CODE KEYS | CODE
LBL 23 STO 4 3304 g NOP 3501
A 11 STO5 3305 g NOP 3501
STO 1 3301 LBL 23 g NOP 3501
R/S 84 1 01 g NOP 35 01
LBL 23 RCL 1 34 01 g NOP 3501
B 12 RCL7 | 3407 g NOP 35 01
STO 6 3306 - 51 g NOP 3501
R/S 84 RCL 7 3407 g NOP 35 01
LBL 23 1 oo g NOP 35 01
C 13 + . 61 g NOP 35 01
STO 2 3302 + 81 g NOP 3501
RCL2 | 3402 RCL 8 34 08 g NOP 3501
1 01 x n g NOP 3501
- 51 RCL4 | 3404 g NOP 3501
CHS 42 x T g NOP 3501
+ 81 STO4 | 3304 gNOP 3501
STO 8 3308 STO i 33 g NOP 3501
gLST X | 3500 + 61 g NOP 3501
RCL 1 3401 5 .05 g NOP 3501
g 35 RCL7 | 3407 gNOP | 3501
yX 05 1 I gNOP | 3501
STO 3 3303 + L 61 g NOP 3501
RCL6 | 3406 STO 7 3307 g NOP 3501
0 00 RCL 6 34 06 g NOP 3501
STO 7 3307 g x#y 3521 g NOP 3501
g x=y 3523 GTO 22 g NOP 3501
RCL3 | 3403 | |1 01 g NOP 3501
R/S 84 1 01 g NOP 3501
cLX 44 RCL5 | 3405 g NOP 3501
RCL 1 34 01 g x>y 3524 g NOP 3501
g X2y 35 07 g x2y 3507
g x>y 35 24 g NOP 3501
0 00 R/S 84
+ 81 g NOP 3501
RCL3 | 3403 g NOP 3501

Ri n R4 Used R; Counter
R, p Rs Used Rs p/(1-p)
R; f(0) R ¢ Ry Scratch
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SINGLE- AND MULTI-SERVER QUEUES
(INFINITE CUSTOMERS)

KEYS |CODE KEYS |CODE KEYS | CODE
STO 1 3301 RCL 1 34 01 D 14
STO 8 3308 + 81 RCL 4 34 04
gR{ 3508 - 51 RCL 2 3402
STO 2 3302 RCL4 34 04 + 81
g x&y 35 07 g x&y 3507 R/S 84
STO 5 3305 + 81 LBL 23
+ 81 STO8 | 3308 D 14
STO 3 3303 + | 61 RCL 6 34 06
R/S 84 g . 35 RCL 2 3402
LBL 23 Ux 04 - 81
B 12 R/S 84 R/S 84
1 01 LBL 23 LBL 23
STO 4 3304 B 12 E 15
0 00 RCL 8 3408 RCL 1 34 01
LBL 23 X 71 RCL 5 34 05
1 ; 01 STO 8 3308 X 71
RCL 4 34 04 R/S 84 RCL 2 34 02
+ 61 LBL 23 - L B1
gLST X | 3500 c 13 X 71
RCL3 3403 RCL8 . 3408 CHS 42
X 71 RCL3 ' 3403 f1 32
RCL 1 34 01 X 71 LN 07
RCL8 3408 RCL1 3401 RCL8 3408
- 51 RCL3 | 3403 X o7
1 01 - 51 R/S 84
+ 61 + 81 g NOP 3501
+ 81 STO4 3304 g NOP 3501
STO 4 3304 R/S 84 g NOP 3501
gR{ 35 08 LBL 23 g NOP 3501
g 35 c P13 g NOP 3501
DSz 83 RCL3 | 3403
GTO 22 + 61
1 01 STO 6 3306
1 01 R/S 84
RCL 3 3403 LBL 23

R n Ry Used, Lg R;

R2 A R5 M RB Used, Pb

R3 P RG L Rg
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SINGLE- AND MULTI-SERVER QUEUES
(FINITE CUSTOMERS)

KEYS |CODE KEYS |CODE KEYS | CODE
STO 2 3302 X 71 RCL 8 34 08
g R 35 08 STO b5 33056 X 71
STO1 33 01 EEX 43 R/S 84
R/S 84 CHS 42 LBL 23
LBL 23 9 09 D 14
B 12 0 00 RCL 5 34 05
STO 8 3308 g x>y 3524 RCL1 34 01
+ 81 GTO 22 + 81
STO 3 3303 2 02 1 01
R/S 84 g Ry 3508 — 51
LBL 23 STO 33 RCL 3 3403
C 13 + 1 61 1 01
CLX 44 6 ; 06 + 61
STO 7 3307 RCL 4 34 04 X 71
1 01 X 71 STO 7 3307
STO 4 3304 STO 33 1 01
STO5 | 3305 + 61 + 61
STO 6 . 3306 7 i 07 RCL 1 34 01
LBL 23 RCL 1 © 3401 X 71
1 : 01 RCL4 | 3404 R/S 84
RCL 2 34 02 1 i 01 LBL 23
RCL4 . 3404 + 61 D i 14
g x>y 35 24 STO4 3304 RCL 8 34 08
g xa&y 35 07 g x<y 3522 X 71
gNOP ' 3501 GTO 22 R/S 84
RCL 3 34 03 1 01 LBL 23
g x3y 3507 LBL 23 E 15
+ 81 2 02 RCL7 34 07
RCL 1 34 01 RCL 7 34 07 CHS 42
RCL 4 34 04 RCL 6 34 06 R/S 84
- 51 + P81
1 01 STO 5 3305
+ 61 R/S 84
X 71 LBL 23
RCL S 34 05 C 13

R1 m R4 k R7 E ka, -F

R, n Rs Q. L Rg a

R; » Re 2 O Rg Scratch
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