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Introduction

The 21 programs of Stat Pac I have been drawn from the fields of general
statistics and related areas.

Each program in this pac is represented by one or more magnetic cards and a
section in this manual. The manual provides a description of the program with
relevant equations, a set of instructions for using the program, and one or more
example problems, each of which includes a list of the actual keystrokes
required for its solution. Program listings for all the programs in the pac appear
at the back of this manual. Explanatory comments have been incorporated in
the listings to facilitate your understanding of the actual working of each pro-
gram. Thorough study of a commented listing can help you to expand your
programming repertoire, since interesting techniques can often be found in
this way.

On the face of each magnetic card are various mnemonic symbols which
provide shorthand instructions to the use of the program. You should first
familiarize yourself with a program by running it once or twice while following
the complete User Instructions in the manual. Thereafter, the mnemonics on
the cards themselves should provide the necessary instructions, including what
variables are to be input, which user-definable keys are to be pressed, and what
values will be output. A full explanation of the mnemonic symbols for magnetic
cards may be found in appendix A.

If you have already worked through a few programs in the Standard Pac, you
will understand how to load a program and how to interpret the User Instruc-
tions form. If these procedures are not clear to you, take a few minutes to
review the sections, ‘‘Loading a Program’’ and ‘‘Format of User Instructions,”’
in your Standard Pac.

We hope that Stat Pac I will assist you in the solution of numerous problems
in your discipline. We would very much appreciate knowing your reactions to
the programs in this pac, and to this end we have provided a questionnaire
inside the front cover of this manual. Would you please take a few minutes
to give us your comments on these programs? It is in the comments we receive
from you that we learn how best to increase the usefulness of programs like
these.
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A WORD ABOUT PROGRAM USAGE

This application pac has been designed for both the HP-97 Programmable
Printing Caiculator and the HP-67 Programmable Pocket Calculator. The most
significant difference between the HP-67 and the HP-97 calculators is
the printing capability of the HP-97. The two calculators also differ in a few
minor ways. The purpose of this section is to discuss the ways that the programs
in this pac are affected by the differences in the two machines, and to suggest
how you can make optimal use of your machine, be it an HP-67 or an HP-97.

Some of the computed results in this pac are output by PRINTx statements. On
the HP-97, these results will be output on the printer. On the HP-67, each
PRINT command will be interpreted as a PAUSE: the program will halt,
display the result for about five seconds,then continue execution. The term
“PRINT/PAUSE”’ is used to describe this output condition.

If you own an HP-67, you may want more time to copy down the number dis-
played by a PRINT/PAUSE. All you need to do is press down any key on the
keyboard. If the command being executed is PRINTx (eight rapid blinks of the
decimal point), pressing down a key will cause the program to halt. If the com-
mand being executed is PRINT STACK (two slow blinks of the decimal point),
the number in the display will remain there until the depressed key is released;
then the next register in the stack will be displayed, and so on. After display of
all four registers, the program will halt execution if a key was pressed at any
time during the display of the stack contents. In both cases, execution of the
halted program may be re-initiated by pressing 8.

HP-97 users may also want to keep a permanent record of the values input to a
certain program. A convenient way to do this is to set the Print Mode switch to
NORMAL before running the program. In this mode, all input values and their
corresponding user-definable keys will be listed on the printer, thus providing
a record of the entire operation of the program.

Another area that could reflect differences between the HP-67 and the HP-97
is in the keystroke solutions to example problems. It is sometimes necessary in
these solutions to include operations that involve prefix keys, namely, [} on the
HP-97 and @, B3, and @ on the HP-67. For example, the operation is per-
formed on the HP-97 as 3 and on the HP-67 as BJ(30%]. In such cases, the
keystroke solution omits the prefix key and indicates only the operation (as
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here, (10¥]). As you work through the example problems, take care to press the
appropriate prefix keys (if any) for your calculator.

Also in keystroke solutions, those values which are output by the command
PRINTx will be followed by three asterisks (***).
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BASIC STATISTICS FOR TWO VARIABLES

BASIC STATISTICS FOR TWO VARIABLES

START XY (304) Xty (3i-)

This program calculates means, standard deviations, covariance, correla-
tion coefficient, coefficients of variation, sums of data points, sum of multi-
plication of data points, and sums of squares of data points derived from a
set of ungrouped data points {(xi, yi),i=1,2,..., n}, or grouped data points
{(xi, yi, fi),1=1,2, ..., n}. fi denotes the frequency of repetition of (x;, y;).

meansi=% 'zxi y =% i}’i

i=1 i=1

2 _ ny2
standard deviations s, = Zx;l lnx
( ' Exiz - n’iz )
ors, = ‘\’ e A
n
— Eyiz - l’ly2
Sy = it 2 S A
n-1
2 _ nu2
(°f s/ = \/Eyl—"y)
n
covariance Sxy = 1 Sxy; - 1 Sx,3y;
Y n- 1 I
' 1 1
or s, = = | Ixy; - = 3x;3y;
n n
correlation coefficient ¥, = Sxy
xSy

Coefficients of variation V, =

Note: n is a positive integer and n > 1.
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STEP INSTRUCTIONS 5 A;'r:\?LLII;JrITS KEYS | o ranirs
1 |]Load side 1 and side 2
4 2 |lInitialize 0.00
: 3 | To set print mode* o0 1.00
; 4 | For grouped data points, go to 8
, 5 | For ungrouped data points,
do 6~7
fori=1,2,..,n
6 |lInput x; X;
Yi Yi (6] i
7 | If you made a mistake in
: inputting x, and y,, then
; correct by — X
) Yk i-1
3 8 | For grouped data points
do 9~10
: fori=1,2,.,n
I 9 | Input x; X
\ Yi Yi
f f (0] 31,
10 | If you made a mistake in
inputting x,, yx and f,, then
correct by — X
Yk
fi 2y
11 | Calculate means: x (X &] x
y y
12 | Calculate coefficients of
variation: Vy o0 Vy
Vy R/S Vy
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13 Caléﬂlate standard deviations:

8 a S,
[ S, R/S Sy
8 1] s
s,/ R/S s,

14 |Calculate: covariance

S,y [ ] (0] Sxy

S,y R/S Sxy
15 | Calculate correlation

coefficient v, on Yy
16 | Calculate sums: 3x; ne 2xi
2y, 2y
IXYi Xy

17 | Calculate sums of squares
2 [ ] Zxi?
Sy 2y

For a new case, go to 2

*Note: to clear print mode

press — CLF

©

Example 1:
For the following set of data, find the means, standard deviations, covariance,
correlation coefficient, coefficients of variation, and the sums.

xi |26 30 44 50 62 68 74
yi[92 85 78 81 54 51 40

Keystrokes: Outputs:

[ A ] » 0.00

[ KAl — 1.00

26 20 » 26.00 ***  (x,)
92.00 ***  (y,)
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100 EEED 100 @

100 EEERD 100 @

30 GIEED 85 @

44 GIED 75 O

50 ENED 81 B

62 GIED) 5+ B

68 EIED 51 O

74 GIED) 40 @

v

v

v

v

v

v

v

R/S

vy v

a

R/S

v v

a
O]

R/S

v v

o]
®

S

vy v

100.00 ***
100.00 ***
2.00 ***

100.00 **x*
100.00 **=*
1.00 ***

30.00 ***
85.00 ***
2.00 ***

44.00 ***
78.00 ***
3.00 ***

50.00 **x*
81.00 ***
4.00 ***

62.00 ***
54.00 %x*
5.00 **+

68.00 ***
51.00 ***
6.00 ***

74.00 ***
40.00 **x
T7.00 **x*

50.57 **x*
68.71 **x*

36.58 **x*
29.10 *x*

18.50 ***
20.00 ***

17.13 ***
18.5] ***

01-04

(x2)
(y2) (error)

(x2)

(y2) (correction)

(x2)
(y2)

(x3)
(ya)

(x4)
(o)

(x5)
(¥s)

(Xe)
(¥e)

(x7)
(y2)

(6]
@

(V)
(Vy)

(sx)
(sy)

(s%)
(sy)
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R/S

R/S

R/S

R/S

Jr vy vV V.V VY v Jr

Example 2:

—354.14 **%(s,)
—303.55 **¥(s,,)
=0.96 ***  (vyy)
354.00 *** (3x,)
481.00 *** (3y)
22200.00%** (Zx,y;)
19956.00%** (2x,2)
35451.00%**(Zy;?)

Apply the program to the following set of grouped data.

X; 48 38 44 41
y: [15.1 143 136 12.8
f; 1 1 6
Keystrokes: Outputs:
[ A] » 0.00
an » 1.00
4.8 15.1 18 4.80 ¥**  (x,)
15.10 ***  (y))
1.00 ***  (f))
52 11.5 380 5.20 ***  (x,)
11.50 ***  (y,)
3.00 *** ()
4.00 *#x  (3f)
10 10 108 10.00 ¥
10.00 ***  (error)
4.00 ***
10 10 43 10.00 *%**
10.00 ***  (correction)
4.00 **x*
4.00 ***
3.8 14.3 10 3.80 ***  (x3)
14.30 ***  (yy)
1.00 ***  (f3)
5.00 **¥*  (3f)
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4.4 13.6 (3 o] 4.40 % (x,)

13.60 ***  (y,)
6.00 *¥** (£
11.00 **+*  (3f)

4.1 12.8 2B 4.10 ***  (x5)

12.80 ***  (y;)
2.00 ***  (f5)
13.00 ***  (2f)

(] » 4.52 ¥+ (X)

» 13.16 *** (§)
08 —» 9.93 *kx (V)
R/S > 8.42 *¥* (Vy)
[ ¢ ] —» (.45 *¥**  (s,)
— 111 ***  (s,)

[ 1] —» (.43 ***  (5))

» LOT ¥ (s,
nm » —(0.3] **x (Sxy)
R/S - —0.28 *** (5,)
Il ﬂ » —0.62 *** ('ny)
[ 1] » 58.80 *** (3x,)
» 171.10 *** (3y;)
» 770.22 ***  (Zxyy;)
ne » 268.38 *** (3x,?)
R/S — 2266.69 *** (2y;)




02-01

FACTORIAL, PERMUTATION AND COMBINATION

FACTORIAL. PERMUTATION AND COMBINATION

START P? n+n! min=nPy men«, Ch

This program finds the extended range factorial (n can be greater than 69),
permutation and combination. Permutation and combination are functions
of the factorial, but this program will not use the factorial key, so that better
accuracy and larger range can be obtained.

The equations are:

Factorial n =n@m@-1)®O2) - -2 -1
. m!
Permutation mPh = —————— =m(m—1)...(m—n+1)
(m — n)!
! -1... -n +1
Combination mCn = m = m(m ). (m -1 )
(m - n)! n! 1 -2+ ... n

where m, n are integers and 0 =< n < m.

Notes: 1. P, = 1, yP; = m, ,Pn, = m!
therefore n! should be used for large m.

5. In calculating n!, the accuracy will be
reduced for n>69, since it is calculated by
taking Log., ie

n! = log™! [log (n) + log [(n—l)!]]
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STEP INSTRUCTIONS paraomrs | KEYS | o raoniTs
1 Load side 1 and side 2
2 | Initialize {1 ] 0.00
3 | To set print mode* (5] 1.00
4 |Goto5or6or7
5 | Calculate n!
(i)n =< 69 n n!
(i) n>69** n n
exp. of 10
decimal No.
6 | Calculate P, m
n B *mPhn
7 | Calculate ,,C, m
n mCa
For a new case, goto 2
*Note: to clear print mode
press —
@
**In Print Mode, the 3-number
result will be printed out
automaticalily.
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Examples:

1. 5! =120

2: 69! =1.711224524 x 10°¢
3. 70! = 1.197857069 x 1010
4. 100! = 9.332622518 x 1017
5. 2/Ps = 9687600.00

6. ;C, = 1088430.00

Keystrokes: Output:
(A ] —+ 0.00
(] » 1.00
5 » 5.00 ***
120.00 ***
69 » 69.00 ***
1.711224524 +98 *x**
70 +» 70.00%%*
100.00 ***
1.197857069 *x*x*
100 —» 100.00 ***
157.00 #okx*
9.332622518 ***
27 580 27.00 ***
9687600.00 ***
73 4 73.00 ***
4.00 ***

1088430.00 *s**

Y

691

(10100)
(decimal no.)

(10157
(decimal no.)

(27Ps)

(73C4)
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MOMENTS, SKEWNESS AND KURTOSIS
(FOR GROUPED OR UNGROUPED DATA)

MOMENTS.SKEWNESS AND KURTOSIS

START x,(5+) X (2-) yitfi (2+) ¥h +fn(5-)

For grouped or ungrouped data, moments are used to describe sets of data,
skewness is used to measure the lack of symmetry in a distribution, and kurtosis
is the relative peakness or flatness of a distribution. For a given set of data

{xi, X2, * ¢ L xak:

n
1t moment X = 1 Z Xi
n =

1
2" moment m, = - 3x2 -X2
n
d 1 3 3 2 3
3 moment mg = — 3x® - I X 3x?2 + 2X
n n
th 1 4 4 3 6 32 2 4
4" moment m, = - 3x* - - X 3x3 + —x2 3x? - 3%
n n n
Moment coefficient of skewness
mg
" =
m23/2
Moment coefficient of kurtosis
Y2 Mg

This program also provides the option for calculating those statistics for grouped
data (using similar formulas as for ungrouped data):

data I Y1 Y2 Ym
frequency I fy f, fm

Note that for this case, 15' moment

m
zfi Xi
- i=1
m
$

i=1
Reference: Theory and Problems of Statistics, M. R. Spiegel, Schaum’s Out-
line, McGraw-Hill, 1961
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STEP INSTRUCTIONS baTAGNTS | KEYS DATAS
1 Load side 1 and side 2
2 | Initialize a 0.00
3 | To set print mode* [ ¢ ] 1.00
4 | For grouped data, go to 12,
5 1Do6~7fori=1,2,.. nfor
ungrouped data
6 | Input x; Xi 5] i
7 | If you made a mistake in
inputting x,, then correct by — Xy i-1
| 8 | Calculate: x [ X&) x
9 | Calculate: m, (] m,
m, m;
m, m,
10 | Calculate: vy, on Y
Y2 Y2
11 For a new case, go to 2
12 |Do13~14forj=1,2, ... m
for grouped data
13 | Input Y;
and i o) i
14 | If you made a mistake in
inputting y,, and f,, then
correct by Yn
f, [ ] =1
15 |Goto8
*Note: to clear print mode
press — CLF
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Examples:
1. Ungrouped data
i1 2

3

4

5 6 7

8 9

x, | 21 35 42 65 41 36 53 37 49

X =4.21, m, =1.39, mg = 0.39, my = 5.49

v, =024, v, = 2.84

Keystrokes: Outputs:
[ A ] —» 0.00
on — 1.00
218 —p 2.10 ***
48 — 4.00 ***
2.00 * %k
4 > 4.00 ***
358 » 3.50 ***
2.00 * %k
420 s 420 ***
6508 —» 6.50 ***
4.00 ***
410 > 4.10 ***
3.6 8 —» 3.60 ***
538 » 5.30 ***

(x)

(x2) (error)

(xz) (correction)

(x2)

(x3)

(x4)

(x5)

(Xe)

(x7)
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378 -+ 3.70 **% (x4)
498 — 4.90 ***  (x,)
9.00 *%**

L/ 6] — 4.21 ***  (x)

o — 1.39 ¥ (my) '
R/S — .39 *kx (my)

R/S > 5.49 *xk* (my)

on — 0.24 **x ()

R/ > 284 %05 (y,)

2. Grouped data

vy | 3 2 4 6

X =313, m =198, my =2.14, my = 11.05
v =077, v, = 2.81

Keystrokes: Outputs:

a — 0.00

oo — 1.00

3 ¥ D | — 3.00%*x* (yy)
4.00 ***+  (f)
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2 EED 5B

5 ENED 50

5 GNED 5B

+ EIED 30

6 EHED 20

| EIED 1 D

v

v

v

v

v

v

R/S

2.00 *x*
2.00 ***

3.00 ***

5,00 * %k %
2'00 kKK

4.00 ***

6.00 ***
2.00 ***
4.00 ***

1.00 ***
1.00 ***
5.00 ***

3_13 KoKk
1.98 ***
2.14 ***
11.05 ***
0.77 *x*
2.81 ***

(y2)
(f2)

(y)
(f3)

(error)

(ys)

(f3) (correction)

(¥s)
(f)

(Yo
(fo

(¥s)
(f5)

x)

(mz)
(m3)
(m,)
(71)
(v2)

GEEEEEEEEEEE NN W



04-01

RANDOM NUMBER GENERATOR

RANDOM NUMBER GENERATOR

*u, ~d, -n,

Random numbers are useful in a wide variety of applications, e.g., simulation,
sampling, computer programming, numerical analysis and games. This pro-
gram calculates (1) uniformly distributed numbers, (2) random integers, (3)
normally distributed numbers, (4) exponentially distributed numbers, (5)
mean, standard deviation and counter of the numbers generated.

This program calculates:

1. Uniformly distributed pseudo random numbers u; inthe rangea < u; < b:
The multiplicative linear congruential method is used.

Uiy = fiy (b —a) +a
wherei =0, 1, 2, ... and

fi,; = fractional part of (997 f;)
f, = 0.5284163.

The period has length 500000, i.e., 500000 different numbers can be
generated before repeating. The least significant digits (the righthand digits)
of u; are not as random as the most significant digits (the left-hand digits).
Thus random digits, if needed, should be taken from the most significant
end of the numbers. This generator passes the chi-square frequency test
for uniformity, serial test and run tests for randomness.

If a different sequence of numbers is desired, a different starting value
f, (0 < f, < 1) can be used. Some program steps (the starting value stored
under (0] ) must be changed accordingly. Note that if 107 X f; is not
divisible by 2 or 5, then the period of the generator has length 500000. All the
tests mentioned above should be applied to the new generator before using it.

2. Pseudo random integers d; such that 1 < d;, < k:

Suppose u; (i = 1, 2, ...) is a sequence of uniformly distributed pseudo random
numbers between 0 and 1.

d; =1 + integer part of (ku;)

MMM MM m M mom o momomomomomom
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3. Normally distributed pseudo random numbers n; if the mean m and the
standard deviation o are given:

Suppose u; (i = 1, 2, ...) is a sequence of uniformly distributed pseudo random
numbers between 0O and 1.

Let
vi=Qu-1) , v»=Quy-1)

S=V12+V22 (1=1,2,)

If S = 1, discard the two uniform numbers u;, u,,, and generate the next two
numbers in the sequence until S < 1. Then compute the normally distributed
numbers according to the following equations

n=0ov V——_ 2;nS + m

4. Exponentially distributed pseudo random numbers e; with mean

Suppose u; (i = 1, 2, ...) is a sequence of uniformly distributed pseudo
random numbers between 0 and 1.

et = —ulny

5. The mean X, standard deviation s and counter n of the random numbers
computed:

=

where x; can be u;, d;, n, or e;.

Reference:

Donald E. Knuth, The Art of Computer Programming, Vol. 2, Addison-
Wesley, 1971.
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STEP INSTRUCTIONS oataunirs | KEYs [ o SUTELT
1 Load side 1 and side 2
2 | For random integers, go to 6
For normal numbers, go to 9
For exponential numbers,
goto 12
3 | Input interval range for
uniform numbers a
b na b
4 | Perform 4 fori=1,2, ... (1] U
5 |Forxands, goto 14
6 | input maximum integer
desired k o0 k
7 |Perform 7 fori=1,2, ... o d;
8 |Forxands, goto 14
9 | For normal numbers, input
mean m
and standard deviation o [+ ] o
10 | Perform 10 for i=1, 2, . .. n;
11 |Forxand s, go to 14
12 |Input mean for exponential
numbers m an n
13 Perform 13 for i=1, 2, . . . B e
14  |Optional: Calculate the mean (€ ] X
the standard deviation R/S s
the counter R/S n
15 |To continue the calculation,
go backto 4,7, 10, or 13
16 |For a new case, goto 2

mmm MM MMM M mmoen o momom




04-04

Example 1:

Generate a sequence of uniform pseudo random numbers between 0 and 1.

Keystrokes: Outputs:

(EIED ! G0 0.00 ***  (a)
1.00 %% (b)

v

v

0.83 ***
0.56 ***
0.27 ***
0.04 ***
0.20 ***
0.75 **x
0.83 *%x*
0.95 ***

v v V¥

v

vy v.ovy

0.55 *** (mean)
0.34 #*x (s)
8.00 *x** (counter)

R/S
S

v .y

o]

0.68 ***
0.63 ***
» (.22 **x*
etc.

l? v

aaa Haﬂ >]>1>1>-0>0>0>0>]
v

Example 2:

Use the random number generator to simulate the successive tosses of a die.

Keystrokes: Outputs:
c00a 6.00 *** (k)

v

5.00 ***
4.00 ***
2.00 *k:k
1.00 ***
2.00 ***
5.00 ***
etc.

v v

v v

vy Vv
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Example 3:

A professor decides to assign grades randomly and without bias to the stu-
dents. The grades should have a normal distribution with average grade being
75 and standard deviation being 10. How can the random number generator
be used for this purpose?

Keystrokes: Outputs:

75 100 > 75.00 ***  (m)
10.00 *** (o)

» 87.42 **x*

— 77.17 ***

-+ 67.44 ***

—» 81.23 Hkxk

» 89.9] *x*

> 85.32 *kx#
etc.

Example 4:

Suppose a radioactive substance emits alpha particles at a rate such that on
the average, one particle is emitted every 5 seconds. Note that the amount
of time between two successive emissions has the exponential distribution
with mean 5. Generate a sequence of random numbers so that each of them
can be used as the amount of time between two emissions.

Keystrokes: Outputs:
LY Jo] 5.00 *** ()

v

0.93 ***
—» 2,92 *¥**
6.49 ***

15.93 **x*
8.14 **x*

44 w*%
etc.

v

4

Jr v v Vv
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HISTOGRAM

HISTOGRAM

p? Xmia* Xmax

10
9
8
7
6
5 -
4
3
2
1
ol L
i i
min max

A histogram or bar chart can provide a meaningful way of representing tabular
data or the output of an algorithm. By viewing a histogram, trends and biases
can be spotted easily.

This program sorts input data into 24 intervals or bins of equal width between
specified upper and lower limits.

One is added to the bin whose number is calculated. This procedure is repeated
for all x values in the data set. After all data has been input, pressing 3 B3,
A, will cause the printout of the total number of inputs, the mean of the
inputs, and the standard deviation of the inputs. Pressing 3 3 gives the
number of inputs in each bin and a representation of the histogram. The bins are
arranged in maximum x value to minimum x value order.

The 24 intervals are stored three at a time in registers R, ~ Rg.

Incorrect values may be deleted at any time by keying them in and pressing
B . However, if the value is out of bounds, then ‘“Error’’ will be displayed.
Press and continue.

To start the program you must specify the minimum expected value Xpin
and the maximum expected value Xpay.

rroeromTnmsm"oroLsornsmn
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Equations:
For the histogram:

2x

mean =

n
o 3x2 - n x?
standard deviation = —g

yy=1+INT | 24 _ X7 Xmin
Xmax — Xmin

where
y; = interval number
x; = input data
Xmin = lower limit of histogram
Xmax = upper limit of histogram

INT = integer part of

Remark:

Because each interval is represented by only three digits, overflow from one
interval to the next lower interval will occur for most of the intervals if there
are more than 999 counts in the interval.

STEP INSTRUCTIONS arsomrs | KEvs | o STATONITS

1 Load side 1 and side 2
2 |lnitialize [ A ] 0.00
3 | To set print mode* (6] 1.00
4 | Input minimum value Xemin

maximum value Xmax Xmin , Xmax
5 |Do6~7fori=1,2,...,n
6 |Input x; X; (D] i
7 | If you made a mistake in

inputting x,, then correct by — Xk i-1
8 |List histogram oD LIST
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9 |Printn X, s [+ N &] n
X
s

10 | For a new case, go to 2

*Note: to clear print mode

press— CLF

©

Example 1:

Compute a histogram of the following data with Xpmin=0, Xmayx =24.(18.1,
14.3, 8.4, 0.7, 20.2, 14, 17.2, 24, 8.8, 5.7, 13.2, 22.1, 15.7, 18.9, 23).

Keystrokes: Outputs:
(4] » 0.00
(6 | — 1.00
24 — 0.00 ***  (Xpin)
24.00 ***  (Xpax)
18.18) » 18.10 ***
1. *k %k
14308 > 14,30 ***
2‘ kokk
848 —>» 8.40 ***
3. %ok k
0.780 » (.70 ***
4. kK%
998 -+ 9.90 ***  (error)
5‘ sk ok
9983 — 9.90 ***  (correction)
4, Hxk
2028 » 20.20 ***
5. kkx
14.08 > 14.00 ***
6‘ Fokok
1720 » 17.20 **x*
7. Kk Kk

ol (T T O O v I O v O I { I { I {



24
8.808
578
13208
22.18
1578
1898

R/S

v

v

v

v

v

v

v

v

v

a
g B

R/S

oo

v v

v

05-04

24.00 ***

8. ¥¥¥

8.80 ***
9. sk k%
5.70 **x*
13.20 ***

11, %%
22.10 ***
12, #*x
15.70 ***
13, **x
18.90 ***
14. *%*
23.00 *x*
15. ***

15.00 *** (n)
14.95 *** (X)
6.71 *** (s)

1 sk

1.00 ***
2.00 **x*

(. *%*

2.00 ***
3.00 ***

0. %k

4.00 **

(. *%x%

4.00 ***

Q. *%x*
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5.00 ***
6.00 **x

1. ¥k

0, k%

8.00 ***

0. k%%

8.00 ***

2. Fkk

9.00 ***
10.00 ***

0. *k%x

10.00 ***
11.00 ***

Q. ***

11.00 #:kx*
12.00 **x*

0, k*kx

12.00 ***
13.00 ***

0. **x%

13.00 ***
14.00 ***

1. **x*

14.00 *%*:*
15.00 ***

2. kxxk

15.00 *%*
16.00 *s#*

1. F%*x

16.00 **x*
17.00 ***

(0. *kx
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17.00 *%*x*
18.00 ***

], F*kx

18.00 ***
19.00 ***

2. ¥k

19.00 ***
20.00 ***

Q. ***

20.00 **x*
21.00 ***

1. ®%%

21.00 ***
22.00 ***

0' kkk

22.00 ***
23.00 ***

1. *%x%

23.00 **x*
24.00 **x*

2. k%

6

8

10 12 14 16 18 20 22 24

—_—e X

A
X max

05-06
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ANALYSIS OF VARIANCE (ONE WAY)

ANALYSIS OF VARIANCE (ONE WAY)

START P? X (E4) Xim{Z-) +X,:8,:8um,

The one-way analysis of variance is used to test if observed differences
among k sample means can be attributed to chance or whether they are
indicative of actual differences among the corresponding population
means. Suppose the i™ sample has n; observations (samples may have
equal or unequal number of observations). The null hypothesis we want
to test is that the k population means are all equal. This program gen-
erates the complete ANOVA table.

1. Mean of observations in the i sample (i=1, 2, - - -, k)

n;

1 2
X X
i n 1)

j=l

2. Standard deviation of observations in the i'* sample

$i = [ ( j=21 Xis? — ni)_(iz)/(ni -1

3. Sum of observations in the i** sample

Y
)

]

I

Sumi = 2 Xij

=1

4. Total sum of squares

TSS = E i 2 (l; j;xn)

Xif” —

i=1  j=1

mTThT T T T T T T T T T TN TTNT
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5. Treatment sum of squares

6. Error sum of squares
ESS = TSS — TrSS
7. Treatment degrees of freedom
df, =k -1

8. Error degrees of freedom

9. Total degrees of freedom

df, = df, +df = D, n, -1

i=1

10. Treatment mean square

TrSS
TIMS =
! df,
11. Error mean square
ESS
EMS =
df,

12. The F ratio

TrMS
EMS

(with degrees of freedom df,, df,)

Reference:
J. E. Freund, Mathematical Statistics, Prentice Hall, 1962.
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STEP INSTRUCTIONS araonrs | KEYS | parAoNirs
1 Load side 1 and side 2
2 | initialize [A] 0.00
3 | To set print mode* (6] 1.00
4 | Do4 ~ 8fori=1,2, ..,k
5 |Doé6forj=1,2,..n
6 [ Input x;; Xij i
7 | If you made a mistake in
inputting x,.,, then correct by Xim 0] -1
8 | Calculate: mean x; X
standard deviation s; S;
sum Sum; Sum,
9 | Calculate: total sum of squares oo TSS
treatment sum of squares TrSS
error sum of squares ESS
10 | Calculate degrees of freedom
df, uno df,
df, df,
df, df,
11 | Calculate:
treatment mean square [ 1] TrMS
error mean square EMS
F ratio F
12 | For a new case, goto 2
*Note: to clear print mode
press —
©
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Example:

06-04

The following are the scores obtained in an achievement test by random
samples of students from four different schools:

i

i 1 2 3 4 5 6 7
School1 (88 99 96 68 85
School2 (78 62 98 83 61 88
School3 (80 61 74 92 78 54 77
School4 |71 65 90 46

Calculate the ANOVA table and test the null hypothesis that the differences
among the sample means can be attributed to chance. Use significance level

a = 0.01.

Keystrokes:
a

a
33 @

vy Vv Vv

90

9% @3

v

68 @

v

v

v

vy v v

iy C )

v

Outputs:

0.00

1.00
88.00 ***
1.00 ***

99.00 ***
2.00 ***

96.00 ***
3.00 ***

68.00 ***
4.00 ***

85.00 ***
5.00 ***

87.20 ***  (X,)
12.15 ***  (s,)
436.00 *** (Sum,)

78.00 ***
1.00 ***
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62 > 62.00 *** )

98 > 98.00 **x

83 » 83.00 ***
4.00 *** E:

61 > 61.00 ***
5.00 *xx E:

88 > 88.00 ***

a > 78.33 ¥*% ()

R/S > 14.62 ¥ (s,) E=

R/S » 470.00 *** (Sum,)

80 > 80.00 *** E

61 > 61.00 *** E=

74 > 74.00 **x E=
3.00 ***

92 > 92.00 *** E=
4.00 *x*

78 > 78.00 *** E=

54 > 54.00 **¥ B

77 s 77.00 *xx E:
7.00 ***

a » 7371 FF (X, E:

R/S » 12.61 ***  (g.)

R/S » 516.00 *** (Sum,)

o
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71 » 71.00 ***
66 » 66.00 ***  (error)
663 » 66.00 ***  (correction)
65 —» 65.00 ***
2.00 ***
90 » 90.00 ***
3.00 **x*
46 » 46.00 ***
4,00 *xx*
» 68.00 **¥*  (x,)
> 18.13 ***  (s,)
» 272.00 *** (Sum,)
o0 » 4530.00 *** (TSS)
» 930.44 *** (TrSS)
» 3599.56 *** (ESS)
1} 8] » 3.00 **x* (df)
—» 18.00 ***  (df,)
R/S » 21.00 ***  (dfy)
ng » 310.15 *** (TrMS)
R/S +» 199,98 *** (EMS)
R/S -+ 1.55 ®** ®
ANOVA Table
SS df MS F
Treatments 930.44 3 310.15 1.55
Error 3599.56 18 199.98
Total 4530.00 21

Since F = 1.55 does not exceed F¢,,3,15 = 5.09, the null hypothesis can not be
rejected. We conclude that the means of the scores for the four schools are
not significantly different.
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TWO WAY ANALYSIS OF VARIANCE
(NO REPLICATIONS)

TWO WAY ANALYSIS OF VARIANCE
(NO REPLICATIONS)

P? ric X (24 Xim (2-}

START

The analysis of variance is the analysis of the total variability of a set of data
(measured by their total sum of squares) into components which can be
attributed to different sources of variation.

The two way analysis of variance tests the row effects and the column effects
independently. This program will generate the ANOVA table for the case
such that (1) each cell only has one observation and (2) the row and column
effects do not interact.

Equations:

1. Sums

Row RSl = z Xij

J

—

1,2, ..., r

Column CSj = 2 Xij _]

1

1,2, ..., ¢

2. Sums of squares

Total TSS = 33x,% - (%2xy)?/rc

Row RSS = E ( 2 Xij )Z/C - (EEXH)Z/rC
i j

Column CSS = z ( E Xy )2/r - (33xy)Yrc
j i

Error ESS = TSS - RSS - CSS
3. Degrees of freedom
Row df, =r -1
Column df, = c -1

Errordf; = (r-1)(c-1)
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4. F ratios
_ RSS ESS
Row 1 =741, / df,
_ CSS ESS
Column F, = T / TA
Reference:

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill,

1969.

STEP INSTRUCTIONS oavaonits | KEYS | oAraNiTs
1 | Load side 1 and side 2
2 | Initialize (A ] 0.00
3 | To set print mode* B 1.00
4 | Input: number of rows r r
number of columns ¢ c c
5 |Do5~9fori=1,2,...,r
Do6forj=1,2,...,¢c
6 |Input x; Xij 0] j
7 | If you made a mistake in
inputting X, then correct by Xim -1
8 | Calculate row sums RS; non RS;
9 Re-initialize for columns [ J 5] 0.00
10 Do 11~14forj=1,2,...,¢c
11 |Do12fori=1, 2, ..,r
12 {linput x;; Xii D] i
13 | If you made a mistake in
inputting x,,;, then correct by Xni € ] i-1
14 | Calculate column sums CS; o CS;
15 |Calculate F ratios: Row F, ((]o] Fi
Column F, R/S F,
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STEP INSTRUCTIONS paraomts | KEYS | paraimms
16 | Calculate degrees of freedom:
row df, [ ]o] df,
column df, df,
error df, [s18
17 | Calculate sums of squares:
row RSS a RSS
column CSS CSS
error ESS ESS
total TSS TSS
18 |For a new case, go to 2
*Note: to clear print mode
press —
Q)
Example:

Apply this program to analyze the following set of data.

Column
1 2 3 4
7 6 8 7
Row 2 4 4 4
4 6 5 3
Keystrokes: Outputs
(A ] » 0.00
a > 1.00
3 4 » 3.00 ***
4.00 ***
70 > 7.00 Hkx*
1.00 *%**
o] > 6.00 *k*
2.00 ***
£y D | +» 8.00 **:*
3.00 *#*

()
©

AEEEEEENEEEEE RN



o
oo

— s 7.00 **x

4.00 **

v

28.00 ***

20

v

i0

v

4.00 +**

40

v

4.00 ***

40
o0

v

4.00 **x
14,00 **x

v

4.00 ***

408

v

7.00 ***

8

v

3

v

60

v

58

v

38

on
8

v

4.00 ***
18.00 ***

v

» .00 **x*

> 7.00 ***

2@

40

v

2'00 kkk
4.00 **+

60

v

3.00 ***
13.00 *kx*

A\ 4

408

v

1'00 kksk
> 4.00 **

(RS))

(RSy)

(error)

(correction)

(RS5)

(CSy)

07-04
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68

> 6.00 *x*

3.00 **x*

» 16.00 ***

> 8.00 ***

e o)
40

1.00 **+
> 4.00 **+

5@

2.00 ***

> 5.00 ***

L C

3.00 ***
17.00 ***

v

8

4

7.(”) *k kK
1.00 %

48

4.00 ***
2.00 ***
3.00 ***

v

30

v

3.00 ***
14.00 ***

v

11.70 ***

R/S

R/S

v v

1.00 #***

2.00 **x*

3.00 **x*

R/S

v v v

6.00 **x*

R/S

26.00 ***

3.33 ***

Jr v v

6.67 ***

R/S

» 36.00 ***

ANOVA
SS

df F ratio

Row
Column
Error

26.00
3.33
6.67

11.70
1.00

M wWN

Total

36.00

(CSy)

(CS5)

(CSy

(Fv)
(F)

(df)
(df)
(df)

(RSS)
(CSS)
(ESS)
(TSS)
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ANALYSIS OF COVARIANCE (ONE WAY)

ANALYSIS OF COVARIANCE (ONE WAY)

START New i Koy (24 Ximt Yo (3=}

ANALYSIS OF COVARIANCE (ONE WAY)

The one way analysis of covariance program tests the effect of one variable
separately from the effect of a second variable, if the second variable represents
an actual measurement for each individual (rather than a category).

Suppose (xy, yi;) represents the j™* observation from the i'® population (i = 1,2,
..., k,j =12, ..., ny). Note that samples may have equal or unequal number
of observations. The analysis of covariance tests for a difference in means of
residuals. The residuals are the differences of the observations and a regression
quantity based on the associated second variable. The analysis of covariance
procedure is based on the separations of the sums of squares and the sums
of products into several portions. This program will generate the complete
ANOCOY table.

Equations:

1. Sums and sums of squares

Sxi = EXU (1 = 1,2,...,1()
j
(szu)z

Em

1

TSSx = 3 3x? -

2
ASSx = E (jznxn) _ (222?411)2
1 i n

1

WSSx = TSSx - ASSx

T T 1T TN T 1T T T TIT TN T TN
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2. Degrees of freedom

3. Mean squares and F statistic

ASSx
AMSx = ———
X df,
WSSx
WMSx = ———
X df,
x =%with degrees of freedom df;,, df,

By changing x;; to y;;, similar formulas for y; can be obtained.

4. Sums of products

(22xy) (ZZyy)

Zm

1

Exu) ( Eyij)
ASP = lz ( i - j _ (szi)(zzyﬁ)
U

1

TSP = EEXH Yis —

WSP = TSP - ASP

5. Residual sums of squares
(TSP)?
TSSx
(WSPp)?
~ WSSx

TSS§ = TSSy -
WSSy = WSSy -

ASS§ = TSS§ -WSS§
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6. Residual degrees of freedom

df, = k - 1

df, = Dony -k -1

1

7. Residual mean squares and F statistic

T TWMSS

. ASSy
WSSy
4
AMS§

ANOCOV Table

with degrees of freedom df;, df,

Residuals
degreesof gsx  sp ssy |%eUeeSOl ggp  Msy F statistic
Among means df, ASSx ASP ASSy df; ASSy AMSy F
Within groups df, WSSx WSP WSSy df, WSSy WMSy
Total TSSx TSP TSSy TSS§
Remarks:

1. F, can be used to test if the X means are equal (ANOVA for X).

2. F, can be used to test if the Y means (not making use of the X values)
are equal (ANOVA for unadjusted Y).

Reference:

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill, 1969.
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STEP INSTRUCTIONS DATAUNTS | KEYS | pOUTBUT
1 | Load side 1 and side 2 of card 1
2 | Initialize o 0.00
3 | To set print mode* [ 1] 1.00
4 |Do5~9fori=1,2,...,k
5 | Initialize for new i (6] i
6 |Do6forj=1,2,...,n
7 | Input x;; and y;; Xij
Yii i
8 | If you made a mistake in
inputting X, and y;n, then
correct by Xim
Yim 0] j-1
9 | Caleulate the it" sums Sx; Sx;
Sy; R/S Sy,
10 | Calculate: the total sum of
squares for x on TSSx
Among means sum of squares
for x R/S ASSx
Within groups sum of squares
for x R/S WSSx
11 Calculate: the total sum of
squares for y a0 TSSy
Among means sum of squares
fory ASSy
Within groups sum of squares
fory WSSy
12 | Calculate: F, no F.
F, R/S F,
degrees of freedom df, R/S df,
df, R/S df,




08-05
STEP INSTRUCTIONS arnomts | KEYS | oiraonirs
13 | Load side 1 of card 2
14 | Calculate: the total sum of
products (SP) [ 1] TSP
among means SP ASP
within group SP WSP
15 | Calculate: TSSy  §O] 1SSy
WSSy WSSy
ASSY ASSy
16 | Calculate: residual mean
squares na AMSY
WMSy WMSy
the F statistic F
the degrees of freedom df, df;
df, df,
17 | For a new case, go to 1
*Note: to clear print mode
press —
Q)
Example:
1 2 3 4
X 3 2 1 2
1 y |10 8 8 M
i x| 4 3 3 5
2 y |12 12 10 183
X 1 2 3 1
3 y 6 5 8 7

&k =3,n =n, =n; =4)

Keystrokes:

Load side 1 and side 2 of card 1
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Keystrokes: Outputs:
A ] » 0.00
[ ] » 1.00
(6] > 1.00 ***
3 10 — 3.00 ***
10.00 *%*x*
1.00 ***
2 8 > 2.00 ***
2.00 ***
5 GYED 5 O , 5.00 Hrk
5 00 *+* (error)
3.00 ***
5 50 » 5.00 ***
5.00 *** (correction)
2.00 ***
1 8 Ly 1,00 #+*
A enTeR + BN C — 2.00 ***
11.00 ***
4.00 Hk*
» 8.00 ***  (Sx,)
R/S » 37.00 ***  (Sy,)
a » 2.00 ***
4 12 » 4.00 **x
12.00 *%*x*
SEED 120 » 3.00 ***
12.00 ***
3 10 » 3.00 ***
10.00 ***

3.00 **x
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SEIED 130

v

R/S

vy v

v

v

| EIED 6 @

¥enren B C)

v

3 EEED 50

| EIED 7@

v

2]

/S

vy v

§=
> ]

R

vy v v

R/S

HES B
g “

R/S

vy v.v

IHI '=l

R/S

R/S

R/S

vy vV.v v

13.00 ***
4.00 **x

15.00 ***
47.00 ***

1.00 ***
1.00 ***

2.00 ***
5.00 ***
2,00 ***

3.00 ***
8.00 ***
3.00 ***

7.00 *x*
4.00 ***

7.00 ***
26.00 ***

17.00 ***
9.50 **x*
7.50 ***

71.67 ***
55.17 ***
16.50 **x

5.70 ***
15.05 ***
9.00 ***

(Sx9)
(Sy2)

(Sx3)
(Sys)

(TSSx)
(ASSx)
(WSSx)

(TSSy)
(ASSy)
(WSSy)

(Fx)
(Fy)
(dfy)
(dfy)
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Load side 1 of card 2

, o » 27.00 *** (TSP)

- RIS » 20.75 *** (ASP)
RIS » 6.25 **x  (WSP)

: oQ » 28.78 ***  (TSSH)
R/S » 11.29 ***  (WSSy)
R/S » 17.49 ***  (ASSY)
(¢ J] » 8.75 *¥**  (AMSY)
» 141 **x  (WMSY)
RIS — 6.20 ¥**  (F)
> 2.00 *¥**  (dfy)

R/S 8.00 ***  (df,)

ANOCOV Table
Residuals

df SSx SP  SSy | df SSy MSy F

Among means | 2 9.50 20.75 5517 2 1749 8.75 6.20
Withingroups | 9 750 6.25 1650 8 1129 1.41

Total 17.00 27.00 71.67 28.78
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NORMAL AND INVERSE NORMAL DISTRIBUTION

NORMAL & INVERSE NORMAL DISTRIBUTION
START

NORMAL & INVERSE NORMAL DISTRIBUTION

p? x~f(x) x+Q(x) Q(x)+x

This program evaluates the standard normal density function f(x) and the
normal integral Q(x) for given x. If Q is given, x can also be found.

The standard normal distribution has mean O and standard deviation 1.

Equations:

1. Standard normal density

f(x) = 1 e _XT
2
f(x)
Q(x)
0 X

2. Normal integral

2

1> -
Qx) =—J, e 2 dt
\/E?f

Al el EEE R NN
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Polynomial approximation is used to compute Q(x) for given x.

]



Define R = f(x) (byt + by t2 + bst® + b,t* + bst’) + €Xx)

where |e(x)| < 7.5 x 10-8

t = , r=0.2316419
1+r|x|
b, = .319381530, b, = -.356563782
b; = 1.781477937, b, = -1.821255978
bs; = 1.330274429
Then Q(x) = R if x 20
1-R if x <0

3. Inverse normal

For a given Q > 0, x can be found such that

© 2
1 L

The following rational approximation is used:

Co + cit + c,t?
1 +dit + dyt® + dy®

Definey =t - + €Q)
where |€(Q)| < 4.5 x 10~

if0<Q=<0.5

Vlni
Q2
t=
Vln 5 IQ)Z if0.5<Q<1

09-02




09-03

co = 2.515517 d, = 1.432788
¢; = 0.802853 d, = 0.189269
c, = 0.010328 d; = 0.001308
y if0 <Q=<0.5
Then X =
-y if0.s<Q<1
Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions, National
Bureau of Standards, 1970.

STEP INSTRUCTIONS oataonts | KEYS | oraoniTs
1 Load side 1 and side 2 of
card 1
2 | Initialize o 0.00
3 | Load side 1 and side 2 of
card 2
4 | To set print mode* 5] 1.00
Optional: Step 5
5 | Input x to compute f(x) X f(x)
6 | Input x to compute Q(x) X (D] Qx)
For a new case of x, go to
50r6
7 | Input Q(x) to compute x Q(x) X
For a new case of Q(x), go
to7
*Note: to clear print mode
press — Q)]
a
(&}
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Example 1:
Find f(x) and Q(x) forx = 1.18 and x = —2.28.

Keystrokes: Outputs:
Load side 1 and side 2 of card 1

a » 0.00
Load side 1 and side 2 of card 2
e > 1.00
1.18@ » 1.18 *¥*

0.20 ***  (f(1.18))
1.188 » 1.18 ***

0.12 ***  (Q(1.18))
2.28 (D] b D208 *¥k

0.99 *** (Q(-2.28))
2.28 b 228 k¥

0.03 ***  (f(-2.28))

Example 2:
Given Q = 0.12 and Q =0.95, find x.

(If you have run through Example 1, then you can proceed; otherwise you
have to load programs as described in Example 1).

Keystrokes: Outputs:
01283 p (.12 *k*

1.18 ***  (x)
0953 » 0,95 Kk

-1.65 *** (x)
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CHI-SQUARE DISTRIBUTION

CHI-SQUARE DISTRIBUTION

START P? v+ () x+f (x} x+P{x)

This program evaluates the chi-square density

14 X
1 27l 3
f(x) = ———— x? 2
221 (&
where x =0
v is the degrees of freedom.
f(x)
ﬁ
P(x)
0 X

Series approximation is used to evaluate the cumulative distribution

Px) = J(; f(t) dt

N|><

Xk
(2) (y+) k @+ W+ ... (v +2K)

The program computes successive partial sums of the above series. When
two consecutive partial sums are equal, the value is used as the sum of
the series.

]
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Notes: 1. Program requires v < 141. If » > 141, erroneous overflow will
result.

2. If both x and v are large, f(x) may overflow the machine.

r{Zy=(2-1})
If vis odd,

-GG 070
)z

Reference:

3. If vis even,

Abramowitz and Stegun, Handbook of Mathematical Functions, National
Bureau of Standards, 1970.

STEP INSTRUCTIONS oatauns | KEYS | paraonirs

1 Load side 1 and side 2
2 | Initialize [ 1] 0.00
3 | To set print mode* 5] 1.00
4 | Input degrees of freedom v v I'(vi2)

Optional: Step 5
5 [ Input x to compute f(x) X B f(x)
6 | !Input x to compute P(x) x P(x)

(i) For a new case with the

same v go to 5 or 6

(ii) For a new case with

different v, go to 2

*Note: to clear print mode

press —

Q)
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Example 1:
If degrees of freedom v = 20, find f(x), P(x) for x = 9.6 and x = 15.

Keystrokes: Outputs:
a » 0.00
a > 1.00
20 » 20.00 ***

362880.00 ***  (I'(20/2))
9.6 » 9.60 ***

0.02 #kx* (f(9.6))
9.68 » 0.60 ***

0.03 *** (P(9.6))
15 » 15.00 ***

0.22 *%** (P(15))
158 » 15.00 ***

0.06 *** (fasy
Example 2:

If v = 3, find f(x) and P(x) for x =7.82.

Keystrokes: Outputs:
0 » 0.00
(6] » 1.00
3 » 3,00 ***

0.89 *** TGy
7.828 » 7.82 *¥*

0.02 *k* (f(7.82))
7828 > 7.82 wkx

0.95 *:kx (P(7.82))

j
]
]
9
y
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t DISTRIBUTION

t DISTRIBUTION

START P? v x+f{x) x+P{x}

This program evaluates the t density function f(x) and the cumulative
distribution P(x) for a given x and degrees of freedom v.

Equations:
1. Density function

1-,(v;l ) . :
f(x) = (1 + ” )
\/7}71“(—"_)

P(x)

2. Cumulative distribution function

P = |ty

Let 6 = tan™! (J\/VL_J—)
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(a) veven

1 1-3
R = siné 1 + — 20 + ——cos 10 + ...
Let sin { 2cos > d

1-3:5 ... (3 v-2
+ 6
246 ... w2 > }
(b) vodd
2?" if v =1
Let R =
2+— cosé {sm [ —200520+
U 3
24. .. @3 if v>1
1-3 . (¥-2)
1+R
5 if x>0
Then P(x) =
1R ;R ifx=<0
Remark:

The program requires »¥<<141 for f(x), otherwise erroneous overflow will result.

Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions, Na-
tional Bureau of Standards, 1970.
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=
STEP INSTRUCTIONS pataonts | KEvs | o AR E:
1 | Load side 1 and side 2
2 |Initialize a 0.00 F
3 | To set print mode* 8 1.00
4 | Input degrees of freedom v v v
Optional: Step 5 F
5 |Input x to compute f(x) X (D] f(x)
6 |Input x to compute P(x) X [ | P(x) F
7 (i) For a new case with the
same v goto 5 or 6 F
(i) For a new case with a
different v, go to 2 F
*Note: to clear print mode
press — CLF F
Q) F
=
Example 1: &
Find f(x) and P(x) for x = 2.2, v = 11.
Keystrokes: Outputs: &
[ > 0.00 A
a — 1.00
ng » 11.00 *** ()
228 » 2.20 ¥*x* x) é
0.97*%* (P(2.2))
228 > 220 %%% (%) A
0.04 ***  (£(2.2)) A




Example 2:

Find f(x) and P(x) for x = ~1.75, » = 30.

Keystrokes:

>
(& ] >
30 —
1.75 0] >
1.75 —»

Outputs:
0.00
1.00
30.00

—1.75 #xx
0.09 *x*

_.1 .75 3k %k %
0.05 **x*

11-04

(¥)

(x)
(f(—1.75))
(x)
(P(—1.75))
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F DISTRIBUTION

F DISTRIBUTION

START P? vy V2 x+P(x)

i
.
i
i
i
‘ "
=
=
EE:

This program evaluates the integral of the F distribution

Vi

o f e )|
OEvE

for given values of x (>0), degrees of freedom v, v, provided either v, or
v, is even.

P(x)

0 b ¢

The integral is evaluated by means of the following series:

(1) v; even

Px) =t 2 [1+%(1—t)+...

v,-2
(v, +2) ... (v, +v,-4) W
+ 2°4...(3n-2) a-n ]

(2) v, even

Px) =1-(1-12 [1+%¢+...

2:4..(-=-2)

|

V,—2
+V1(V1 +2)...(V2 +V1—4)t 2 ]

m



Vo

where t = ——=
V, + v X

12-02

Note: Usually v, is identified as the degree of freedom for numerator, and v,
is identified as the degree of freedom for denominator.

STEP INSTRUCTIONS paraons | KEYS | poraoet s
1 | Load side 1 and side 2
2 | Initialize 4 ] 0.00
3 | To set print mode* 0 1.00
4 |Inputwv, v, v,
5 | Input », v, (D] v,
6 | Input x to calculate P(x) X P(x)
7 | For a new case go to 2
*Note: to clear print mode
press — (3
Q)
Examples:
L.v,=7v,=6
P4.21) = 0.05
2.1, =4,v, =20
P(2.25) = 0.10
Keystrokes: Outputs:
(4] » 0.00
a » 1.00
7 » 7.00 *x* (»)
68 — 6.00 *** ()
4.21 — 4.2] *** (x)
0.05 *** (P(x))
4 > 4.00 *** )
208 » 20.00 *** (1)
2258 » 2.25 **x (x)
0.10 **x* (P(x))
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MULTIPLE LINEAR REGRESSION

MULTIPLE LINEAR REGRESSION

START P2

For a set of data points {(xi, Vi. Z),1 = 1,2, ..., n} this program fits a linear
equation of the form

z =a+bx +cy

by the least squares method.
Regression coefficients a, b, ¢ can be found by solving the normal equations:

221=an+b2xi+czyi

Xz a 3x; + b 3x2 + ¢ Ixy; i=1,2,..,n

3yizy = a Jy; + b Zxy; + ¢ 3y

A-B

[n3x2 — (Ex?][n3y2 — Cy)?] - [nZxy — Cx)Ey) ]2
where A = [n3x2 - (3x)?] [n3yz - Cy) Cz)]

B = [n3xy, — (3x) Gy ] [n3xz — Cxy) (Sz)]

[nZxz - (3x) Cz)] - ¢ [n3xy - (Ex) Gy ]

b= n2x? - (3x,)?

(EZi -C Zyi -b Exi)

S

1
a 221 + b Exizi + c Eyili “a (221)2
R =

(22 - M

n

Reference: Introduction to the Theory of Statistics, Mood and Graybill,
McGraw-Hill, 1963
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STEP INSTRUCTIONS paranTs | KEYS | oaraonis
1 | Load side 1 and side 2
2 ] lInitialize a 0.00
3 | To set print mode* (6] 1.00
4 |Do5~6fori=12,...,n
5 | Input x X;
Yi Yi
2 Z i
6 | If you made a mistake in
inputting xy, yx, and z,,
then correct by — X
Yi
Z, (0] i-1
7 | Calculate coefficients: a a
b b
c c
8 | Calculate the square of
multiple correlation
coefficient R? [ 2] R?
9 | Calculate estimated z from
regression, input: x X
y y o6 2
10 | Repeat step 9 for different
X y)s
11 | Recall sums: 3x; [ ] 2x;
2y, 2y;
3z 3z
12 | Recall sums of squares: 2x;? [+ ] 0] 32
2y 2y?
3z R/S 3z:2
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INPUT OUTPUT
STEP INSTRUCTIONS DATA/UNITS KEYS DATA/UNITS
13 | Recall sums of cross
products: Zxy; (1] XY
3x;2; 3%;2;
Zyiz, 2yz,
14 §For a new case, goto 2
*Note: to clear print mode
press — CLF
(©
Example:
A set of data points are given as the following
i
1 2 3 4
Xi 1.5 045 1.8 2.8
Vi 0.7 23 1.6 4.5
Z; 2.1 4.0 4.1 9.4

Find the regression line, coefficients a, b, ¢, R2, Z, sums, sums of squares, and

sums of products.

Keystrokes: Outputs:

(] » 0.00

g | » 1.00

1.5 0.7 2.1 @—— 1.50 #%*
0.70 ***
2.10 ***

9 9 9 9.00 ***
2.00 **x*

(error)
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9 9 g o 9.00 ***
9.00 *** (correction)

0.45 2.3 4@ —» 0.45 *rx
2.30 **x*

4.00 %

1.8 1.6 GEED 4.1 @—— 1.80 **x

1.60 ***

4,10 **x*

3.00 ***
2.8 4.5 9.4 @ —» 2.80 ***

4.50Q **xx*

9.40Q ***

4'00 feokok
» —(0.10 *** (a)
» (.79 *** (b)
> 1.63 *xx ©
0o > 1.00 **x (R?)
® > 0.998411259 ***
(2
pPAENTER+JCN ¢ B G | > 2.00 ***

6.37 **x G)
D b 6.55 *xx Sxp)
> 9.10 **x Sy1)
R/S » 19.60 *** (2zy)
o) > 13.53 *xx (3x2)
R/S » 28.59 *** Cyd
R/S » 125.58 **x* (3z?)
Y| > 17.57 *H (Sxiy:)
R/S > 38.65 *** (Zxiz)
R/S » 59.53 *** Zyizp)

Regression line is
z = —0.10 + 0.79x + 1.63y
Forx =2 andy = 3,z = 6.37
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POLYNOMIAL APPROXIMATION

POLYNOMIAL APPROXIMATION

START P? ] n

POLYNOMIAL APPROXIMATION

Suppose xo, X;, ..., Xy are equally spaced points (x, < xy) at which the cor-
responding values f(x,), f(x,), ..., f(xy) of a function f(x) are known.

This program approximates in the least squares sense the function f(x) by a
polynomial of degree m, where 2 < m = 4. The special Chebyshev poly-
nomials for discrete intervals are used.

Equations:

Let f,(x) be the orthogonal polynomials (x = 0, 1, 2, ..., N) such that
fo(x) =1

fLx) =1 ——2Niand

(n+1) (N-n) f,+; x) = 2n+1) (N-2x) f,(x) - n (N+n+1) f,_,(x)

where
n=1,2,...,m-1
Then let
€ £y <N+ DI N-m!
o @n + 1) (N!)?
n
) = D £6) fxy)
j=0
and
_ (6 f)
T e £
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This program computes all values of (f, f,) forn= 0, 1, 2, 3, 4. If the degree
m = 4, all terms are used; if m = 3, (f, f,) is replaced by zero in later calcula-
tions; and if m = 2, (f, fy) and (f, f;) are both replaced by zero.

Let gn(u) be the symmetrical form of the orthogonal polynomial in the domain
-1 <u <1 such that

go(w) =1 g:(u) =u
and
- @2+DN _n(N+n+1
gn+1(u) (I‘l + 1) (N _ n')' Ugn(u) —(n + 1) (N _ l'l) gn—l(u)
where
n=1,2,....,m-1
The program computes the coefficients of the polynomial
N
Zangn(u)=bo+blu+b2u2+b3u3+b4u4. 1)
n=0

Then g,(u) is shifted to a proper interval between x, and xy by letting

u=pg+ax
where
_ =2
a_
XN — Xo
B_XN+XO
XN = Xpo

The transformation is done in two steps. First, let z = u - B8, thus (1) becomes

Cotciztegz22+c32d 4zt )
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where

Cl=b1 +2bgﬂ+3b3ﬁ+4b4ﬁ’

c; =b, +3b; B + 6b, B

. Cs=b3+4b4B

cy = b,

Then set z = ax and (2) becomes

where

dp +dyx +d, x2 +d; x> +d, xt

d=dc¢(=0,1,2,3,4).

(3) is the polynomial approximation for the function f(x).

3

Note: N = 4 has to be satisfied in order to make the program work.

Reference:

Abramowitz and Stegun, Handbook of Mathematical Functions, National
Bureau of Standards, 1970.

STEP INSTRUCTIONS patauniTs | KEYS | o PeAlAR

1 Load side 1 and side 2 of card 1
2 lnitialize [ A ] 0.00
3 | To set print mode* (5] 1.00
4 |lInput N** N N
5 |Do6fori=0,12,...,N
6 |Inputy; (x;) ¥i (%) (D] i
7 | Input n for nth order fit n 0.00
8 |Load side 1 and side 2 of card 2
9 | To continue execution of

program o0 1.00
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STEP INSTRUCTIONS paraunts | KEYS | paraims
10 | Input xy Xn
and x, Xo oo
11 | To obtain the coefficients: d, [+ ] do
d
d;
d,
d,
12 | To evaluate y from the X [+ ] 0] y
polynomial
13 | For a new case, go to 1 ’
**N = No. of data -1
*Note: to clear print mode
press — CLF
©

Example:

Find a third order polynomial approximation for the following data.
X | 1 1256 156 175 2 225 25 275 3

f(x)|2.72 3.49 448 575 7.39 9.49 12.18 15.64 20.09

(Note: f(x) = e¥)

Keystrokes: Outputs:

Load side 1 and side 2 of Card 1

(] » 0.00

(6 | » 1.00

8 —» 8.00 *** N
27289 p 2.72 %%
3.490 > 3.49 *Hx
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4480 » 4. 48%%*
3.00 ***
5.75080 » 5.75 *x*
4.00 ***
7398 +» 7.39 **¥x
9.498 » 0,49 ***
12.1800 » 12.18 ***
7.00 ***
15.64 8 > 15.64 ***
8.00 ***
20008 » 20.09 **x*
9.00 ***
3 » 3.00 ***
Load side 1 and side 2 of Card 2
on — 1.00
IEMED 100 > 3.00 ***
0 p —1.79 **x
R/S » 7.03 #**
R/S p —3.85 H¥k
R/S > 1.3] *¥¥*
R/S » 0.00 *%*
2008 —» 2.00 ***
7.35 *%*

(x§)
(%0)

(do)
(dy)
(d2)
(d3)

(ds)

@
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00 — 3.00 ***
20.06 ***  (y)
o » 1.00 *x*
2.69 **x  (y)
The polynomial is -1.79 + 7.03 x -3.85 x2 + 1.31 x3.
y
f
25+
20+
154
10+
51
0 ; : : -X

14-06
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t STATISTICS

t STATISTICS

24 XtV (304) XV (Z-) < Dispi

I. Paired t Statistic

Given a set of paired observations from two normal populations with means
M1, M (unknown)

Xi l X'l X2 s Xn
Yi ‘ Y1 Y. Yn
let
Di =x -y

B
Ik

_D = Di
i=1
\/ 3p2-1 (3p)?
Sp = n
n-1
- Sp
Sp =
Vi
The test statistic
t =£
Sp

which has n - 1 degrees of freedom (df) can be used to test the null hypothesis

Hy: py = p,

Reference:

Statistics in Research, B. Ostle, lowa State University Press, 1963.
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II. t Statistic For Two Means

Suppose {x,, Xgy oeey xm} and {yl, Y25 vens ynz} are independent random
samples from two normal populations having means u,, u, (unknown) and
the same unknown variance o2.

We want to test the null hypothesis

Ho: py - o =d
Define
n,
i =_1. xi
n; =1
Ny
y =1 y
=- i
Ny i=1
¢ = X-y-d
1 + 1 V Eij - nliz + E_yiz - ngyz
n, n, n, +ny, -2

We can use this t statistic which has the t distribution with n, + n, - 2 degrees
of freedom (df) to test the null hypothesis H,.

Note: n,, Zy;, 2y?, ny, 3x;, 2x? are in registers R, through Re.

Reference:

Statistical Theory and Methodology in Science and Engineering, K. A.
Brownlee, John Wiley & Sons, 1965.

STEP INSTRUCTIONS paraunTs | KEYS [ o SuTeuT
1 | Load side 1 and side 2
2 | Initialize [ A ] 0.00
3 | To set print mode* (5] 1.00
4 | For paired t statistic, go to 6
5 |For t statistic for two means,
go to 11
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STEP INSTRUCTIONS oataonts | KEYS | paraNiTs
Paired t statistic: )
6 |Do7~8fori=1,2,...,n
7 | Input: x; X
Vi Yi i
8 | if you made a mistake in
inputting x,, y, then correct by Xy
Y« 0] i-1
9 |Calculate: D D
Sp m Sp
test statistic: t
degrees of freedom df
10 |For a new case, go to 2
t statistic for two means:
11 Do12 ~13fori=12,..., m,
12 |Input x; X; on i
13 | if you made a mistake in
inputting x., then correct by — Xk [ N6 ] i-1
14 I Null hypothsis test d [ 1] d
15 |Do16~17forj=12,...,n, Y on i
16 |If you made a mistake in
inputting y,, then correct by — Y oo j~1
17 |Calculate: t oo t
df df
18 |[For a different value of d d [ 1] d
Calculate: t [ Jo] t
df df
19 |For a new case, go to 2
*Note: to clear print mode
press —
Q)

TTTMTTITTATNTTNTNATNTNNANMN
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Example 1:
x | 14 175 17 175 154
yi | 17 207 216 209 172

D =-3.20
sp = 1.00
t = -7.16
df =4.00
Keystrokes: Outputs:
o » 0.00
5] — 1.00
14 17 —» 14.00 ***
17.00 ***
1.00 **x*
17 15 > 17.00 ***
15.00 ***  (error)
2.00 **x*
17 150 + 17.00 *xx
15.00 ***  (correction)
1.00 **x*
17.5 20.7 » 17.50 ***
20.70 **x*
17 21.6@ s 17.00 *xx
21.60 ***
17.5 20.9 » 17.50 ***
20.90 ***
4.00 ***
15.4 17.2 » 15.40 ***
17.20 ***
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R/S

vy VL VL

Example 2:
x: 79, 84, 108, 114, 120, 103, 122,
y: 91, 103, 90, 113, 108, 87, 100,
n, = 8
n, = 10
Ifd = 0@.e., Hy: py = ug)
thent = 1.73, df = 16.00

Keystrokes:
a

(8]
oo

vy v Vv

v

400

Yoo

v

Yo 0 A,

v

1000

140

v

1200 0

v

1000

v

12200

v

~7.16 **x
4.00 ***

120

80, 99, 54

Outputs:
0.00
1.00
79.00 ***

84.00 ***
2.00 ***

99.00 ***
3.00 ***

99.00 ***
2.00 ***

108.00 ***
3.00 ***

114.00 ***
4.00 **x

120.00 ***
5.00 ***

103.00 ***
6.00 ***

122.00 ***
7.00 ***

(D)
(sp)
(®

(df)

(error)

(correction)
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2000

U Jc

v

v

non

1000

van

v

v

11300

1000

v

v

'm0

oo

L QA

v

v

YOO -

400

v

v

R/S

v

v

15-06

120.00 ***
8.00 ***

0.00 ***  (d)
91.00 ***
1.00 ***

103.00 ***
2.00 ***

90.00 **
3.00 *x

113.00 ***
4.00 *x*

108.00 ***
5.00 ***

87.00 ***
6.00 ***

100.00 ***
7.00 ***

80.00 ***
8.00 ***

99.00 ***
9.00 ***

54.00 ***
10.00 ***

L73 *** (1)

16.00 ***  (df)
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CHI-SQUARE EVALUATION

CHI-SQUARE EVALUATION

START P? OtE{E+)  Ow+En(E-)

This program calculates the value of the X statistic for the goodness of fit test
by the equation

i © - Ep E02

observed frequency
expected frequency

where O
E

If the expected values are equal

(E=Ei=

foralli )
n20;?

2 = 1 -_ EO
X, 30, i

then

Note: In order to apply the goodness of fit test to a set of given data, com-
bining some classes may be necessary to make sure that each ex-
pected frequency is not too small (say, not less than 5).

Reference: Mathematical Statistics, J. E. Freund, Prentice Hall, 1962

STEP INSTRUCTIONS oatauNTs | KEYS | o STAUNITS
1 Load side 1 and side 2
2 Initialize 0.00
3 | To set print mode* B 1.00
4 | For equal expected values,
goto 10
5 |Do6~7fori=12,...., n
6 |Input: O; O,
E; E; i

MmTMTMTITMTIUITTTTNTTTNTTUANNN.
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STEP INSTRUCTIONS paraonrs | KEYS | oArAoNiTs
7 | If you made a mistake in
inputting O, and E,, then
correct by — O«
E\ D] i-1
8 | Calculate x? X

9 | For a new case, go to 2

10 |Do11~12fori=12,...,n

for equal expected values
11 | Input: O; O (¢ J 2] i

12 | If you made a mistake in

inputting O,, then correct by — O, o0 i-1

13 | Calculate:x ? a X!
E oD E

14 | For a new case, go to 2

*Note: to clear print mode

press —

Examples 1:

Find the value of »? statistic for the goodness of fit for the following data set:

Oi, 8 50 47 56 5 14
E | 96 4675 5185 544 825 9.15

xf = 4.84
Keystrokes: Outputs:
» 0.00
5] » 1.00
) 8 9.6 » 8.00 **x
9.60 **x*
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50 46.75 > 50.00 **x
46.775 ***

47 GNED 51.85 8 > 47.00 ***
51.85 ***

56 54.4 > 56.00 ***
54.40 ***
4.00 Kk k

5 8.25 > 5.00 ***
8.25 *x*

100 100 » 100.00 *** (error)
100.00 ***

100 ESEED 1000

100.00 *** (correction)

v

100.00 ***

5.00 ***
14 9.15 > 14.00 ***

9.15 ***

v

4.84 x%  (x?)

Example 2:

The following table shows the observed frequencies in tossing a die 120 times.

X2 can be used to test if the die is fair.

Note: Assume that the expected frequencies are equal.

number I 1 2 3 4 5 6
frequency O; | 25 17 15 23 24 16

X;. = 5.00
E =20.00

o O O { O o A O O O O O ¢ O O { O { O { O | O
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Keystrokes: Outputs:
(] » 0.00
(6] » 1.00
2580 + 25.00 ***
780 + 17.00 ***
o0 + 19.00 ***  (error)
9500 » 19.00 ***  (correction)
500 » 15.00 ***
2380 —» 23.00 ***

4.00 #**
24080 > 24.00 ***

5.00 ***
1600 » 16.00 ***
] » 5.00 ***  (x,?)
oD + 20.00 *** (E)
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CONTINGENCY TABLE

CONTINGENCY TABLE

START 2xk: Xqpe-+(C))  Xyp#-+(Z-)  +x2:Cc *RiRa:T

Contingency tables can be used to test the null hypothesis that two variables
are independent.

I. 2 x k CONTINGENCY TABLE

J
i 1 2 k | Totals
1 X11 X2 Xqk R,
2 X21 X22 x2k R2
Totals | C, G, Cx« T
Test statistic
T i Xqi2 T i 2
xz = _ 1i + Xoi -T
R =8 &G R ;T G

Degrees of freedom df = k - 1

Pearson’s coefficient of contingency C, measures the degree of association

between the two variables
Cc = L_
VT + X

II. 3 x k CONTINGENCY TABLE

i
\ 1 2 k [ Totals
1 X11 X2 X1k R,
2 X21 X22 X2k R.
3 X311 Xa2 Xak R,
Totals | C, G, Cu T
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This program computes the )2 statistic (with 2(k - 1) degrees of freedom) for
testing the independence of the two variables. Also Pearson’s coefficient of

contingency C., which measures the degree of association between the two
variables, is calculated.

Equations:

k

Rowsum R, = D, x4 i =1,2,3
i=h

3

Column sum C; = E Xy J
i=1

,2,..,k

uMw

3
Total T = Z

Chi-square statistic

3 k
= E 2 (Xu - Elj)2

2 xll - T
i=1j=1 Ricl

Where the expected frequency
R; G
T

Eu =

Contingency coefficient

Reference:

B. Ostle, Statistics in Research, Iowa State University Press, 1972.
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STEP INSTRUCTIONS oataunts | KEYS | oaraonies
1 Load side 1 and side 2
2 | initialize [ A ] 0.00
3 | To set print mode* oD 1.00
4 |For2xkgoto5
For3 xkgoto 11
5 |Do6~7forj=12,...,k
for 2 x k
6 | Input: x,; X1
Xai Xaj a j
(Optional) Calculate column
sum C; C;
7 | if you made a mistake in
inputting x,, and x,,, then
correct by — X1n
Xan j-1
(Optional) Calculate column
sum C,, (correction) -C,
8 | Calculate: x? 0] '
C. C.
9 | Calculate: row sums R, R,
R, R,
total T B8 T
10 | For a new case go to 2
11 Do 12~13forj =12,...,k
for3 X k
12 | Input x; X1
Xzj Xpi
X3j X3j o0 i
(Optional) Calculate column
sum C, G

mTmMTTUTMTTTITTNTT TN
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STEP INSTRUCTIONS oataonts | KEYS | oSraonirs
13 | If you made a mistake in
: inputting X, , Xon and Xap,
then correct by — X1h
Xzh
Xan 0 j-1
] (Optional) Calculate column
sum C, (correction) -Cy
14 | Calculate: x? no X
C. C.
15 { Calculate: row sums R, [ +] R,
; R, R,
Rs R,
; total T T
: 16 | For a new case go to 2
! *Note: to clear print mode
press —
©

Example 1:

: A random sample of 250 men and 250 women were polled as to their desires
: concerning the ownership of television sets. The data in the following table
resulted. Apply the program to analyze the result of the poll, i.e., can the
hypothesis that the desire to own a television set is independent of sex be

rejected?
Results of Sample Poll on Television Ownership
Classification Men Women | Total
Want television . .............. 80 120 200
Don’t want television .......... 170 130 300
Total | 250 250 500
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Keystrokes: Outputs:

0 » 0.00

oD > 1.00

80 170 8 —» 80.00 ***
170.00 *%:*

120 130 83 » 120.00 **x*
130.00 ***

(D] » 13.33 #%% (¥

X = 13.33 > e = 6.63

Thus, the hypothesis that desire to own a television set is independent of sex
is rejected.

Example 2:

Find test statistic x* and coefficient of contingency C, for the following set

of data.
1 2 3
Al2 5 4
B|3 8 7
Keystrokes: Outputs:
a » 0.00
an — 1.00
2 ip —» 2.00 ***
3.00 ***
R/S » 5.00 ***  (C)p
5 LY & | + 5.00 ***

| O O O O o S O O O O O ¢ O O § O | O
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» 13.00 ***  (C,)
6 0 » 6.00 ***  (error)
Q.00 ***
3.(x) K k¥
R/S » 15.00 *** (Cy)
6 9 » 6.00 ***  (correction)
9.00 kK
2.00 **x*
R/S » —15.00 *** (-Cy)
4 0 > 4.00 *x*
7.00 ***
3.00 %k ¥
R/S » 11.00 ***  (Cy)
(0] > 0.02 %+ (X
> 0.03 ¥**  (C,)
» 11.00 *** (R,
) » 18.00 *** (Ry)
RS > 29.00 *** (T)

Example 3:

Find test statistic x* and coefficient of contingency C, for the following set
of data.

j
N1234

1 36 67 49 58
2 31 60 49 54
3 58 87 80 68
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Keystrokes: Outputs:

a > 0.00

[ N ] » 1.00

36EMEDI RN SSBB — 36.00 ***
31_00 k¥ k
58.00 ***
1.00 ***

R/S » 125.00 *** (C)

67 EIED 0 EIHED ST M@ —» 67.00 %%
60.00 ***
87.00 ***

R/S » 214.00 *** (C,)

4 49 80O EB —— 4.00 ***  (error)
49.00 ***

80.00 ***
3.00 ***

R/S » 133.00 *** (C,)

MDD OEEEDOBE — > 49.00 ***
49.00 ***
80.00 ***
4.00 **x

R/S » 178.00 *** (C,)

4 EERD 49 EIEED 50 0 B

4.00 *** (correction)
49.00 **x*
80.00 ***

R/S » —133.00 *** (—C,)

TTTTTTTHTMTTTTTT- TN
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R/S

s

v

vy v

iﬂ o[-
w
[m] O]

/S

R/S

R/S

vy v v v

58.00 ***
54.00 ***
68.00 ***
4.00 ***

180.00 ***

3.36 ***
0.07 ***

210.00 ***
194.00 ***
293.00 ***
697.00 ***

(o)

A
(Co)

(Ry)
(Rz)
(R3)
(M

17-08
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SPEARMAN’S RANK CORRELATION COEFFICIENT

SPEARMAN'S R
CORRELATION COEFFI

START P? Ri*S, (:4) RSk (22-) Iz

Spearman’s rank correlation coefficient is a measure of rank correlation under
the following circumstance: n individuals are ranked from 1 to n according to
some specified characteristic by 2 observers, and we wish to know if the 2
rankings are substantially in agreement with one another.

Spearman’s rank correlation coefficient is defined by

where n = number of paired observations (x;, y;)
D; = rank (x;) - rank (y;) = R; - §

If the X and Y random variables from which these n
pairs of observations are derived are independent, then
I; has zero mean and a variance equals to

1
n-1

A test for the null hypothesis

Hy: X, Y are independent

is using
Z =1,Vn ~1

which is approximately a standardized normal variable (for large n, say n=10).

If the null hypothesis of independence is not rejected, we can infer that the
population correlation coefficient p(x, y) = 0, but dependence between the
variables does not necessarily imply that p(x, y) # 0.

Note: -1 =g =<1
r; = 1 indicates complete agreement in order of the ranks and r, =
- 1 indicates complete agreement in the opposite order of the ranks.

Reference: Nonparametric Statistical Inference, J. D. Gibbons, McGraw
Hill, 1971

o
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STEP INSTRUCTIONS pataunrs | KEYS | parhonms
1 [Load side 1
2 | Initialize [ A ] 0.00
3 |To set print mode* 5] 1.00
4 |Do5~6fori=1,2,---- n
5 |Input R R;
S ; i
6 | If you made a mistake in
inputting R, and S,, then
correct by — R«
Sy D] i-1
7 | Calculate: r, re
z z
8 | For a new case, go to 2
*Note: to clear print mode
press — CLF
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Example:

The following data set is the result of two tests in a class; find r; and z.

X Yi Ri Si
Student | Math Grade | Stat Grade | Rank of x; | Rank of y;
1 82 81 6 7
2 67 75 14 11
3 91 85 3 4
4 98 90 1 2
5 74 80 11 8
6 52 60 15 15
7 86 94 4 1
8 95 78 2 9
9 79 83 9 6
10 78 76 10 10
11 84 84 5 5
12 80 69 8 13
13 69 72 13 12
14 81 88 7 3
15 73 61 12 14
Keystrokes: Outputs:
(A —» 0.00
a » 1.00
6 7 > 6.00 ***
1.00 ***
14 11 » 14.00 ***
11.00 ***
3 4 » 3.00 ***
4.00 ***
3.00 ***
1 2 > 1.00 ***
4.00 ***

M MTMTMTUTMTMTTMNTTTMTMTTOTNN
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11 EIED s 6 5 11.00 ***
8'00 kkk

5 GIED 5 @

5.00 *** (errors)

v

5.00 **x*
5 50 —+ 5.00 ***  (correction)
5.00 **x*
5.00 **x*
15 15 » 15.00 ***
15.00 ***
4 1 — 4,00 ***
2 9 > 2.00 ***
9 6 —» 0.00 ***
6.00 ***
10 ESED 100 > 10.00 **x
10.00 ***
10.00 ***
5 5 —> 5.00 ***
11.00 ***
8 13 » 8.00 ***
13.00 ***

12.00 ***
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13 EIED 126

7 D 3@

12 GIED 14 @

@

v

v

v

\ 2 4

13.00 ***
12.00 ***
13.00 ***

7.00 ***
3.00 ***
14.00 ***

12.00 ***
14.00 ***
15.00 ***

0.76 ***
2.85 *xx

(rs)
()
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X AND R CONTROL CHARTS

X AND R CONTROL CHARTS

START P? Xuy(Z+)

In quality control, a chart is used to decide periodically whether a process is
in statistical control. The use of such a chart facilitates the detection and
elimination of assignable causes of process variation, thereby reducing
rejects and rework, improving product quality, and lowering inspection cost.
The x chart and R chart are two of the most frequently encountered, they
deal with measurement data.

Suppose x;; represents the j™ data point from the i™ samiple,i = 1,2, ..., m
and j = 1, 2, ..., n. This program computes (1) the sample mean X and the
sample range R;, (2) the over-all mean X and the average range R, (3) the
upper control limit Ux and the lower control limit L; for X, and (4) the upper
control limit Uy and the lower control limit Ly for R.

Equations:
1.

n

X = 2 Xyy/n
j=1

Ri = Xmax — Xmin

where Xpax 1S the maximum of the x values and Xp;, is the minimum of the
x values in the i™ sample.

2. m
2= %/m
i=]
m
R = E Ri/m
i=1
3 Ly =X - AR

where A, is the factor for the X chart, which can be found in the following table.

4. LR = D3§
Ur = D,R

EtEEEEEREEEEEE RN
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D; and D, are factors for the R chart, which can be found in the table.

Factors for determining from R the 3-sigma control limits for x and R charts.

Number of Factors for R chart
. Factor for
observations
j in subgroup * chart Lower limit Upper limit
n A,y D, D,
2 1.88 0 3.27
3 1.02 0 2.57
4 0.73 0 2.28
5 0.58 0 2.11
6 0.48 0 2.00
7 0.42 0.08 1.92
8 0.37 0.14 1.86
9 0.34 0.18 1.82
10 0.31 0.22 1.78
11 0.29 0.26 1.74
12 0.27 0.28 1.72
13 0.25 0.31 1.69
14 0.24 0.33 1.67
15 0.22 0.35 1.65
16 0.21 0.36 1.64
17 0.20 0.38 1.62
18 0.19 0.39 1.61
19 0.19 0.40 1.60
20 0.18 0.41 1.59

All factors are based on the normal distribution.

The table is reproduced from Statistical Quality Control, by Grant and
Leavenworth, 1972, with permission of McGraw-Hill Book Company.
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STEP INSTRUCTIONS o A'TT/’S;,TS KEYS | o tAONITS
1 [Load side 1 and side 2
2 | Initialize 4 ] 0.00
3 | To set print mode* B 1.00
4 |Do5~9fori=1,2,..., m
5 |Do6~7forj=1,2,...,n
6 |Input x; Xij ]
7 | If you made a mistake in
inputting x;,, then correct
by ** — Xik 0 j-1
8 | Calculate: Xmax Ximax
Xemin a Ximin
9 | Calculate: the mean X oo X
the range R nn R
10 | Calculate: X o8 X
R oo R
11 | Caleulate the x limits:
the lower A, (] Lx
the upper [ (] Uz
12 | Calculate Ly D, []0] Ln
13 { Calculate U D, o6 Ur
14 | For a new case, go to 2
*Note: to clear print mode
press — ©
STO
a

**Note: If there are two or more

X;'s entered incorrectly (one

follows the other), then do not

try to correct them, go to step 2.
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Example:

For the following set of data, find the lower and upper control limits for

X and R. j
N 1 2 3 4 5

1 10.04 10.00 10.02 10.01 10.02
Sample 2 10.00 10.01 10.03 10.02 10.01
3 10.02 10.02 10.02 10.04 10.01

(Note: n = 5,A,= 0.58,D, = 0,D, = 2.11)

Keystrokes: Outputs:
(1] — 0.00
A - » 1.00
10.04 @ » 10.04 ***
1.00 ***
10 » 10.00 ***
10.02 » 10.02 ***
11.11 » 11.11 ***  (error)
4.00 ***
11.11 8 » 11.11 ***  (correction)
10.01 » 10.01 ***
10.02 » 10.02 ***
5.(x) kK
+ 10.04 ***  (X; max)
» 10.00 ***  (X; min)
on » 10.02 *** (X))
o0 » 0.04 ***  (R,)
10 > 10.00 ***
1.00 ***
10.01 » 10.01 *k*
10.03 — 10.03 ik
10.02 » 10.02 ***

4.00 ***
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10.01 » 10.01 ***
5.00 ***
10.03 *** (X max)
10.00 *** (x2 min)

a — 10.01 *** (X,)

A ] » (.03 *** Ry)
10.02 — 10.02 ***
10.02 —» 10.02 ***
10.04 @ —» 10.04 ***  (error)
10,04 — 10.04 *** (correction)
2.00 +*+
10.02 > 10,02 ***
3.00 **
10.04 > 10.04 *
4.00 ***
10.01 » 10.0] ***
B +> 10.04 *** (X3 max)
> 10.01 *** (X3 pin)
[+ J A] » 10.02 *** (X3)
o0 > 0.03 ¥** (R,
o0 > 10.02 4% ®
0 » 0.03 ¥ (R)
0.58 0 » 10.00 *** (L7
[t ] — 10.04 *** (Up)
oo + .00 **x* (Lg)
211008 » (.07 **x (Ug)
Reference:

Grant and Leavenworth, Statistical Quality Control, McGraw-Hill, 1972
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OPERATING CHARACTERISTIC CURVES

OPERATING CHARACTERISTIC CURVES

START P?  fin: N nic p+P,

This program evaluates the probability P, of acceptance for a single sampling
plan with finite or infinite lot size.

Equations:
1. Finite lot size

The hypergeometric distribution is used to evaluate the probability P,. The
lot size N, sample size n and the acceptance number ¢ (maximum allowable
number of defectives in the sample) should be given. The probability P,,
which is the ordinate of the type A operating characteristic curve, can be
computed for the different values of the fraction defective p in the lot.

P, = Cz f(x)

x =0

(M) (N - M
X n-x
f(x) =
)
n
where f(x) is the hypergeometric density function, M is the number of defec-
tives in a lot which is calculated as the integer part of Np.

The recursive relation

_ (x - M) x - n)
o+ =T N M- +xs D ®

x=0,1,2,...,n -1
is used to find the probability
P, = f(x)
0

with starting value

MTTMNTTMNTTNTTTNTTNTNTTTNTMNTMNM
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N
The binomial coefficient (n ) is computed by the formula

N B NN - 1) ... (N-n+1)
n - 1 -2:+..n

2. Infinite lot size

The binomial distribution is used to evaluate the probability P,. The sample
size n and the acceptance number ¢ should be given. The probability P,,
which is the ordinate of the type B operating characteristic curve, can be
computed for different values of the fraction defective p.

C

P = D f(X)

x=0
n
fx) = (x) p* (1 - py

The recursive relation

where 0<p<I1.

p(n - x)
x+D(1-p

fx + 1) = f(x)

x=01,2,..,n-1)

is used to find the probability

C
Po = D, f(x)
x =0
with starting value
f0) = a1 - pr

Remarks:

1. The program requires that 0 < p < 1.
2. For the type A curve (finite lot size), if ¢ = 0, P, = (0).
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For certain combinations of N, n ,and ¢ (usually when they are large), an
overflow condition will occur. In that case, the program halts and the
display shows all 9’s.

If the lot size is finite (type A), the execution time mainly depends on the
sample size n and the acceptance number c; the larger they are, the longer
it takes.

The type A OC curve for finite lot sizes is really a set of discrete points,
since defectives can occur only as whole numbers. For very large lot
sizes, these points come very close together, giving a practically con-
tinuous curve.

Type B OC curves can be considered as suitable approximations to type
A OC curves, provided the sample size n is small compared with the lot
size N (in general, if n/N < 0.1).

The lot size N has a relatively small effect on the type A OC curve as
long as n/N is not large. The absolute sample size n is a much more con-
trolling factor in determining the type A OC curve.

The acceptance number ¢ affects drastically the probability of acceptance
for the type B OC curve for any given fraction defective p.

References:

1.

2.

Dodge and Romig, Sampling Inspection Tables, John Wiley and Sons,
1959.

Grant and Leavenworth, Statistical Quality Control, McGraw-Hill,
1972.

STEP INSTRUCTIONS INPUT | kEYs | QuTPUT

DATA/UNITS DATA/UNITS

Load side 1 and side 2

Initiatize a 0.00

To set print mode* (6] 1.00

E BN B V]

For infinite lot size (type B),

goto 11

[

For finite lot size (type A), do 6~ 9

Input lot size N N

Input: sample size n n

acceptance number c 0] c

Calculate probability P, p P,

b

mnmmnmTnmnnmTrrTnrTTmTmTTaTrnrnon
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STEP INSTRUCTIONS oataonTs | KEYS | oarAGNITS
9 | For a different p, go to 8
10 |For a new case, go to 2
11 Input: sample size n n
acceptance number c [+ ]o]
12 |Caiculate probability P, P [+ ] P,
13 | For a different p, go to 12
14 |For a new case, go to 2
*Note: to clear print mode
press — CLF
Q)

Example 1:

Find the type A OC curve for the sampling plan with N = 200, n = 20
andc = O (compute P, forp = 0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14).

Keystrokes: Outputs:
(A ] » (.00
[ ] + 1.00
200 @ » 200.00 *** (N)
20 1] o] » 20.00 *** (n)
0.00 ***  (c)
0 » 0.00 ***
0.02 + .02 ***
0.65 ***
’ 0,043 » 0.04 ***
‘ 0.42 ***
0.06 » (.06 ***

0.27 **x*
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0083 » .08 ***
0.17 *%x*
0.1 » .10 *%*
0.11 ***
0.1283 — (.12 ***
0.07 *x*
0.14 —» (.14 **x*
0.04 ***

Example 2:

Find the type B OC curve for the sampling plan with n = 200, ¢ = 1
(compute P, for p = 0, 0.01, 0.02, 0.03 and 0.04).

Keystrokes: Outputs:

(A ] » 0.00

(6] —» 1.00

200 100 > 200.00 *x* (n)
1.00 **x* (©)

Y 1 ] -+ (.00 ***

MTTNTTHTTTTNTTTTTTTTTHMMNM.




oorm

oocpa

0.030

00403

0.01 %
0.40 *xx

v

0.02 ***

v

0.09 #*x*

0.03 **x*

v

0.02 ***

- (.04 #**

2.656338303-03 *k*

20-06
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SINGLE- AND MULTI-SERVER QUEUES

SINGLE - AND MULTI-SERVER QUEUES

Lsp ey «P, =P, ~Lg-L -Tq-T

I. Infinite Customers

Suppose there are n (n = 1) identical stations available to service calls from
an infinite number of customers. Let A be the arrival rate of customers (Pois-
son input), w be the service rate of each server (exponential service), and
let the service discipline be first-come, first-served. Assume all customers
wait in a single line and are directed to whichever station is available. Assume
further that, no customers are lost from the queue.

This program computes the following values for given n, A and pu.

Equations:

1. The intensity factor

x>

(p must be less than n)

2. The probability that all servers are idle

K n
P0= p_+—_p__

3. The probability that all servers are busy

n

Pb_ pPO
n!(1-£’)
n

4. The average number of customers in the queue

P
n-p

©
<

L, =

MToTNMTTTTTTTTTTTTMHAM
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5. The average number of customers in the system (waiting or being served)
L=L,+p
6. The average waiting time in the queue

Lq
A

Tq =

7. The average flow time through the system

L

T=—_
A

8. The probability of waiting longer than time t

P(t) = P, e (M1

Remarks:
1. n must be an integer greater than or equal to 1.
2. p <n, otherwise the queue increases without bound.

3. Aand u are rates, that is, numbers per unit time.

II. Finite Customers

Suppose there are n (n = 1) identical stations available to service calls. This
program handles the case in which demand arises from a finite rather than an
infinite population of customers.

Let the number of customers m be fixed; let a be the mean time between
service calls; and s be the mean time to serve one customer. Given m, n, s
and a, this program computes the following values.

Equations:

1. The average number of customers in the system (waiting or being served)
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where
Q =1
kQx ifl<k=n
(m—-—k+1DpQ, =
nQy ifn<k=m
and

=i
P=

2. The average flow time through the system
T =al

3. The average number of customers in the queue

Lq=m[(p+l)(%—l)+l]

4. The average waiting time in the queue

Ty = al,

5. The over-all efficiency factor of the system

=-(p+D (L—l)
m
Remarks:

1. For large values of m and/or small values of p, the calculation of Qy in the
routine under ) (€] may underflow. To avoid this, the program tests to see if
Qx <107%. If it does, the program will halt its recursive solution for Qy and go
directly to the calculation of L. This should not affect the calculated value of L.

2. For certain combinations of m, n, s and a, an overflow condition will
occur. In that case, the program halts and the display shows all 9’s.

3. The execution time for L depends on m; the larger m is, the longer it
takes. A rough estimate of the time for this routine (f [€]) is given by m/30
minutes.

o O O O | O v O O O O O ¢ O/ O ¢ ¢ O ¢ ¢ O
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4. Suppose instead of knowing s and a, the service rate w of each server and
the arrival rate A are given. Then the following formulas can be used to
compute s and a in order to run this program.

1
s ——j—
I
a = l
A
A
Note that =—
P
References:

1. H. M. Wagner, Principles of Operations Research with Applications to
Managerial Decisions, Prentice-Hall, 1969.

2. James Martin, Systems Analysis for Data Transmission, Prentice-Hall,
1972.

3. Hillier and Lieberman, Introduction to Operations Research, Holden-
Day, 1970.

4. Peck and Hazelwood, Finite Queuing Tables, John Wiley and Sons,
1958.

INPUT OUTPUT
STEP INSTRUCTIONS pATA/UNITS | KEYS | paTAUNITS

1 Load side 1 and side 2

2 | For finite customers go to 11
3 | Do 4 ~ g for infinite customers
4 |lnput u [
A A
n n p

4]
5 |Calculate P, 5]
Py a Py

6 {Calculate: L,

L




21-05
7 | Calculate: T, (0] T,
T (0] T
8 | Input t to calculate P(t) t (€ ] P(t)
9 | For a different t, go to 8
10 | For a new case, go to 2
11 Do 12 ~ 16 for finite customers
12 | Input: number of customers m
number of servers n no m
13 | Input: service time S
arrival time a 0o P
14 | Calculate: customers in system [ (] L
time through system [ ¢ ] T
15 | Calculate: queue length (1] 0] L,
waiting time in queue ne T,
16 | Calculate efficiency factor F 1] F
17 | For a new case, go to 2

Example 1:

Bank customers arrive at a bank on the average of 1.2 customers per minute.
They join a common queue for 3 tellers, each teller serves at a rate of 30
customers per hour. Find p, Py, Py, L,, L, Ty, T and the probability P(2) that a
customer will have to wait for more than 2 minutes.

60

. 30 .
Note: Service rate w =-——= 0.5 customers per minute
Arrival rate A = 1.2 customers per minute

Keystrokes: Outputs:

5 1.2 3@ 05 ()
1.20 **%  (X)
3.00 ***  (n)
2.40 ¥*¥%  (p)

(O O O O O o ¢ O O O O O O O B




» 0.06 ***

—> 0.65 **x

» 2.59 ®**

» 4.99 *xx

> 2.16 ***

> 4.16 ***

—» 2.00 ***

Example 2:

0.36 *x*x*

21-06

(Po)
(Py)

(La)
L)

(Ta)
(T

®
(P®)

A laundromat has 12 washers which require an average of 4 hours of ser-
vice after every 60 hours of operation. If there is only one service person
in the laundromat, find p, L, T, L,, T, and F.

Keystrokes: Outputs:
12 100 » 12.00 ***
+EEED 6o @ B , 4.00 #5x
60.00 **x*
0.07 ***
1] > 1.64 F*x*
1] > 98.66 ***
nn » (.95 #*x*
[+ ] O] » 57.24 ¥**
a » (.92 ***

(m)
(n)

(s)
(a)
»

@)
(T)

(La)
(To)

¥




L00-01

PROGRAM LISTINGS

The following listings are included for your reference. A table of keycodes
and keystrokes corresponding to the symbols used in the listings can be found
in Appendix E of your Owners Handbook.

Program Page
1.  Basic Statistics for Two Variables ...................... Lo01-01
2. Factorial, Permutation and Combination - .-« -.«c..cvvn... L02-01
3, Moments, Skewness and Kurtosis

(For Grouped or Ungrouped Data) .................... L03-01
4. Random Number Generator ....................coo.o.. L04-01
5. Histogram ......... .. ... L05-01
6.  Analysis of Variance (One Way) ....................... L06-01
7. Two Way Analysis of Variance ................coouin. L07-01
8.  Analysis of Covariance (One Way) ...................... L08-01

Card 1

Card 2
9.  Normal and Inverse Normal Distribution ................. L09-01

Card 1

Card 2
10. Chi-Square Distribution .......... ... ... . . .. ... L10-01
11, tDistribution ........ ... ... it L11-01
12. FDistribution ........ ... . .. i, L12-01
13. Multiple Linear Regression . ............................ L13-01
14. Polynomial Approximation .............. ... ........ ... L14-01

Card 1

Card 2
15, 6 Statistics ...ttt L15-01
16. Chi-Square Evaluation .................. ... .. ... .. ... L16-01
17. Contingency Table ......... .. ... .. .. .. i, L17-01
18. Spearman’s Rank Correlation Coefficient ................. L18-01
19. xand R Control Chart ............... ... .. ... ... ... L19-01
20. Operating Characteristic Curves ........................ L20-01
21. Single- and Multi-Server Queues ............. .. .. ... ..., L21-01




L01-01

Basic Statistics for Two Variables

*LBin B s09

cLRE #5e  pie

CF6 Initialize 83 Cses

oF ! #6e  CSBe

cee (3] RTH

[T 0€: sLBLE

LR :si cggé Correction for Xy, i, fk-

e

e [ 3] CF:

RTN 96¢ RN

P Set flag O for print. 66T wlBLY

e 060 F1°

: 063 €104

RTN ere I+

sLBLC Correction for x, yi. 28] RTN
Fe~

csee
SF!
xav

-

(5 54
cepe
cr
TN
sBLE
Fa- Input x,, vi.

x|
|

Input x;, y;, f;.

V. Vy

mamm e w.




L01-02

113 RS 169 ¢SBS
114 x2v S by 178 RTN
11S  6SBY 171 «LBLd
116 €588 172 s
117 RTN 177 RCLE
118 siBlc 174 *
1y s 175 x Yy
126 #lBL! 176 178
121 [ wsy 77 6SB?
122 RCLY 172 £588
123 P2s 17 RIN
B 4 124 ENT? 186 slBle
- 125 X2y 181 RCLS
g 126 1 182 §5BS =xi. Zvi
G 12z - 182 RS
3 12¢ B 184 XY Ixivi
- R 129 7% 185 6589
: 13e + 186 3
131 ¢s88 187 pss
132 F2? 188 RCLE
132 €SBR 1ge (243
124 CF2 1%  CSBS
Hd RS 191 6SBE
126 LSTX 192 RN
127 s 192 sLBle
138 X2y 194 p2s
E: 129 sF2 195 RCLY
B 148 €701 19¢  RCLS Zx?, Iy
141 RIN 197 28
142 sLBLJ 198 £SB9
3 142 H 199 R/S
3 144 2y : 288 x=2v
5 145 P2 281 gese9
g 146  ST0@ 282  ¢see
147 RCLE 283 RN
- 142 RCL4 284 slBLE
. 149 RCLS 205 2y
S 56 x Sxye Sxy’ 206 PRTY Print x;, y;.
15 - 207 xev
152 RCLG 288 PRTX
v 152 ! 209 RN
3 15 - 218 *LBLO . )
X b H 211 fer Subroutine for print.
i 156 P 212 PRTY
g
3 158 Rss 214 wLBLE
16e P! 315 ng: Subroutine for space.
161 RCLO iae
162 P ar R
1€2  ENT?
164 X2y
1€5 1
2 -
1€7 B
b 168 £
3 LABELS FLAGS SET STATUS
Fsure P xitvi (24 C xitve 02-) Pxiovic i oo vi e |0 Print FLAGS _ TRIG Disp
* Print ° Used © Used ® Used *2xi....  |' E-(Comecth  HE [ e FIX &
0 Printx;, v; |' Useo 2 Used 3 Used ¢ Used ° Sy ; g S g:[A)D g SSIG g
3 7 8 Space S Print 3 3 0@ n




Factorial, Permutation and Combination
[ 9F 4LELn S 4 £
pez  CLRS Initialize 85e  X&v?
8z cre 859  CSBE
p0+ e see  sT0?
aes RIN 8€: 1
80  aLBLE Set flag 0 for print. BeZ €701
ser SFe [ T%d +
pas ! 864  STOE
ges  RTN 865 CLX
je eLBLD B neve
Bl xev - ¢r02
g}:. "ﬁg; Input m, n for P, :gg tLBl,.?f
814  £SBa oo p
Bz v 7 RCLI
£ 6oz ph "
0 ENTY 2 S0
bie b4 4 xrn
Bie  xen 7 eros
820 €702 bt peL>
FYRR
- a7? 34
§27 ,{-vi 87! +
27 K= e ‘
p2¢ G704 oo o
B2¢ €701 be:  ReLé
g.:(‘ 3 Tgt BeZ  STOE
20 wLBLl 884  cT08
936 RCL™ 825 sLBL4
g7 3 88€ RY
83 N (5 Ré mPy=m
p;: s107 882  £SBa
EY 882  CSBb
Bl?,: Dzl 892  RTN
% ¢ro 891 eLBLS
(53 ero: 297  ST0e
877 £SBo 292wy
P3  CSBb oo
bre BTN 895 LBLS
p4e  sLBLZ pse Bele
g:i 2 B9  £SB.
> " 3 298 CSBL
847 sLBLI rror 095 RIN
844  ENT? 168 agit
b4z ! 101 SBa
b4c  CSEe 182 sT01
047 CSBb 182 sT03 Input n for n!
84S RIN 104 p
842 slBLE 185 H
”"e  xav 186 x2v
851 §SBa Input m, n for ;,Cp 187 X¢y?
g2 Xy 188 ¢T09
852 65Bu 189 x2y
834 X y° 118 -
#5c ¢102 111 ‘s_;%x‘
. 85¢ -
REGISTERS - -
0 T n I4 s Used 7 m net ]
1 ]EA 3 56 [57 S8 ]
A g l' m-69

AL ETEEERENEA RN N R N B



L02-02

132 N
114 LOE
s 8102
. 11€  RCL!
3 117 ENTt
3 118 LoG
‘,'» 118 ST+2
3 128 sLBL7
121 DsZ1
122 €r08
. 122 €107
124 slBL?
y: 125 RCL?
4 126 INT
127 65Ba
i 128 RCL2
t 12¢ FRC
5 136 16x
i 131 Dspg
2 122 £SBa
i 133 Dsp2
- 134 RCL!
-4 135 65Bb
136 RS .
127 R
138 Ri
132 RS
148 Rt
14; RTN
142 sLBLE
i 143 RCLZ Take log (n - 1).
1 144 1
145 -
146  ST0Z
147 LOE
148 ST+2
149 CTO7
158 «LBL9 Forn< 69.
151 LU
152  £SBa
’ 133 6SBb
154 RTN
155 siBla Subroutine for print.
156 Fe?
157 PRIX
H 158 RTN i
159 slBLb Subroutine for space.
168 L
161 SPC
162 RTN
LABELS | _FLAGS SET STATUS
A Start I Print? IC neni g min=pPn Emfn-',,,cn © Print FLAGS TRIG DISP
o 0 c £] e g —
Prin Soace 0 Og OéF DEG B Fix '@
'mCn T ml 2 Error 3 mPo.mCo - |*mP1emCy 1 O®| GrRaDDO | sct O
oumur_ [© x3y "> [Pn>6  [Pn<es P T it




L03-01
Moments, Skewness and Kurtosis
(For Grouped or Ungrouped Data)

981 slbLn -4 Fi7
9> CLRC 05¢ CHS
[ Initialize 39 sTH
804 CLRC (.4 X2y
[ &) p2s 861 x
[ CF1 2 STe2
o8 cFe 962  LSTX
oec [} 064 x
[l RTN 865 ST+3
818 oiBlc Set flag O for print. 86€ LSTX
[ZH] SF8 057 x

12 ! 868  ST+4
812 RTN 862 LETX
614 sLBLE 2> X
e1%  ST0A 871 ST+S
213 csgf’ Input x; for ungrouped data., i RCL';:

b + 5
B1¢ slBLY 674 F17
12 p2e I3 CHS
62¢  RCL4 87¢ +

21 ROLS 8”7 ST0C
82z RCLS 878 €589
022 i 87%  £5BS
8z4  STO! 8se RTN
825 [ 88! sLBLE
82¢  STO3 882 SF1 Correction for yp, f.
827 R 88z  ¢Ssr
e2e  ST02 88¢ CF:
829  RCLA oeT RTN
a3e 3 8¢ sLBLL
87; yr 8T  RCL2
832 F1n 888  RCLI
827 CHE 889 2 x
834 ST+ 892  STOE
83T RCLA 82!  (SB9

2E [] 092  CSB®
e ve 897 RIN
aze F1n 894 «lBLc
022 CHS 89t  RCLZ
a4e  ST+% 89 RCL!
B4: RCLI a°er =
84> 6SB9 896  RCLE
847  CSPE 89¢ X2
044 RTN 188 STOS
84 sBLL 18! -
84¢  CSBS Correction for xy. 182 STO? - m;
04T SF1 183 589
04s I- 184 RsE

84°  (SE! 105  RCL4

ese 23] 106 RCL3

i RN 107 RCLE my
csg sLBLD 108 4
:g; ‘ss’g Input y;, f; for grouped data. }09 3
85% :
85¢
E‘) ’ m; 5 x2 ° m
S7Ey.’ S8 o s

X

TEREIEEEEEENEE N BN



L03-02

113 g 169 F8°

114 ROLG 178 SPC

13 weis 171 e Subroutine for spacs.

116 x

11?7 2

118 x

119 +

128 ST0%

121 6589

122 RS

123 RCLS

124 RCL6

: RCLS

126 x

2 ™

128 x

129 -

130 RCLB

131 RCL3

132 x

133 €

134 x

132 +

126 RCLI

137 +

138 RCLS

139 xr

148 2

144 x

142 -

143 ST06

144 ¢SBY

145 ¢SBB

146 RIN

147 slBLd

142 RCL9 "

149 RCL?

158 1

152 .

152 5

153 ¥x

154 +

155 0SB

15%€ RS

157 RCLG

158 RCL7

159 Xz -

168 *

161 GSB9

162 CSBe

162 RIN

164 sLBLS Subroutine for print.

165 F8°

166 PRIX

162 RN

168 $LBLS S

LABELS FLAGS SET STATUS

A Start B x; (Z+) € xi (2-) Pyitt (201 TEvatty (z) |° Print FLAGS TRIG DISP
o b c . g i

Print?  |Pox Sy mme Gy, o [ Corrsction [0 N[ ks @ | Fx ©

" Used 2 3 4 2 1 0 ® | GRAD O sc O

[6[ . o — . ?,E D O | ENG O




Random Nuniber Generator

“1 sLBL. Input a, b, clear secondary mg
e P2S registers. a5e . v
0 CLRC 852 gsev?
[ ) e 866 STOV
”er  CT0: BEl  GSBR?
[/ 862 2 Normal number generator.
007 G5BT 962 x
Me RCLC [ 2] !
89  RCLD BEr -
ne - #ée  ST02
81! x u T RCLT
812 RCLD 68 2
812 + 869 ¥,
014 sLBLZ 076 1
81 PRTY 871 -
81€ STOS 8’2 ST!
[ 7 3+ 72 aF
818 RCLA 674 Xe
018 + It 1
820 STOA a6 K&y
B2 RCLS 87?7 grot
822 Xe e Ri
822 RCLE 87¢  ENTt
024 + L2 LN
825 STOB [ H 2
(43 1 882 x
827  RCLI 882 CHS
o2e + 884  x2v
028 sT0I 88s +
838 RCLS 88¢ Lt
821 RIN 88> s708
8032 slBLL 08¢ RCL:
833 sTOL B89  £SBS
93¢ Cspe Input k. 896  RIN
B35 RCLD 09! sLBLC
836 olBL3 892  RCLE
827  PRTX 897  RCL2
838 sPC 894 sLBL6
838 RTH [l X
840 sLBLB 09 RCLC
Ml CSBY 897 x
42 RCLD Random digit generator. 898  RCLD
42 X
044 INT
945 1
(13 +
47 eT02
e olBLc
M9 STOC
Xy Inputm, 0. Input 4, exponential
g :;z random number.
053 RCLD
054 (S84
995 RCLC X
936 CT03
7 v, vi P EV2nsi P
) S2 £4] S8 S9 n
A Usea T Used f . 1 index




L04-02

<37
R/S

RS

Subroutine to print.

Y
FEIFTIELD

Yo

@
=
QR(-’"\'—‘AWI-}“'

a
£

Random number generator,

142 FRC
151 RN

LABELS FLAGS SET STATUS
»u; B~ = e %50 d F " TRIG ISP

>
H

I

i

a b c d o 1
ato~ k> mto~. Lo DEG FiX

GRAD OO sct O
RAD O ENG O
n_2

Pusto R  [' Used 2 3Print, space |4 Print 2

Used F N, Nisq 7 987 x u; r J 3

un—o
oooo$
EEGER




L05-01
Histogram
r-n—r, rif I — B8 RCLD
08> oLRE Initialize asg L2y
807 =3 859  x=y°
804 CLRC #6e  GSEZ
(L5 43 ‘8¢l  RCLC
8¢ CFe ez -
se- CF1 @€ RCLA
o8 ) #e4 178
30° RN faes *
ple sLBLC bee  INT
81 R be- !
012 0SB INPUt Xenin. Xemax- gee X2y
#17  sTOC 862 !
814 3 876 LSTX
815 STOC 7 ?
RIE  GSBE i £
817 GSeT 873 INT
818 gSET 874 1
812 X2y 7 4+
B2¢ - 8¢  STO0I
24 2 e 1
822 4 ere -
27 STOE gre 2
824 £ 88¢ y
25 STOR (13 -
B2E  RTN ee: 610!
B27 #lBLE 822 LBLS
B2e e 984  RCLO
822 £710] ges  pse
aze B3 8¢ GSeBe
23 Cses Correction 8" 6SE7 3
o sk b ors
834 6SBc ese RS
B35 CF1 89!  RIN
B2t RTN 89z  LBLl
837 ALELD 97 §SBd :
828 <108 g4 F1°
(x5 895 CHS
d4e  £TOC Input x;. 896 ST+i
841 R 897 G109
84> gsBe 89¢  oLBLJ
843 RCLC oo 2
Beq 0y 188 CHS
845  CTO08 ) 181 x
[ R 182 1@~
847 RCLD 182 RN
a4e 2y
M2 Y igg ‘Lg:’z‘
85¢ Cloe 18¢ [] Listing
85! ] 180 s101
852 X3 188 RCLC
p52 3+ 18¢  ST0B
854 sLBL: 116 sLBLS
855  STOS i1y 1821
856 RCLE 112 2
REGISTERS
m .23 [ase6 ]37,3,9 “10, 11,12 61(5,17, 18 719,20, 21 [522,23,24 [° «
S0 51 s3 54 Ex, 5 Txit S6 2y, 57 2y Sty |Pn
A {Xmax=Xmin)/24 mei‘, last range lc Xenin ° Xmax IE 24 ICnurmnr 1-8

.
=
=
.
A




L05-02

113 8T09 162 RCLS
114 £SBe 7 -
115 RCLi 17 X
11€ EEX v M
117 2 172 PRTX
118 x 174 ST0B
175 RTN
:;: D'I.iz; 17¢ sLBLE Set flag O for print.
121 PRTX 177 SF8
122 SPC 17 1
122 pspz 179 RN
124 1 188 LBLb
125 8709 181 65B7
126 gSBe 162 ¢sg? Forn,%,s
127 RCLi 183 ps
128 EEX 184 RCLS
129 2 185 P2
13e ¥ 185  6SB®
131 FRC 187 R/S
132 EEY 1ee X
172 2 189 6SBg
1324 X 19¢ RS
135 INT 191 ¢
136 Dspe 192 &sBg
137 PRTS Listing 183 ¢SB?
E 138 SPC 184 RTN
13¢  DSP? 195 =Bl Subroutine for print.
3 148 8 196 F8°
141 STOS 197 PRTX
i 142 £SBe 198 RN
- 142 RCL: 199 &lBL7 Subroutine for space.
a 144 EEX 260 Fe?
- 145 3 201 SPC
2 14¢ X 282 RN
’ 147 FRC 203 LBL2 Correction for input
= 14¢ EEX 204 RCLA 2quals t0 Xmax-
148 3 25 2
15e x 206 +
15! INT 207 -
152 Dspe 208 RTN
1S3 PRYX
154 SPC
¥ 155 Dsp2
156 RCLI
157 8
158 Hy°
159 6705
168 RTN
161 sLBLe
162 RCLB
162 PRTX
164 RCLC
165 RCLA
166 RCL!
167 2
168 X
LABELS FLAGS SET STATUS
A Start g Print C X, Xmin |0 tnput F Correct O Print
max. Xmin FLAGS TRIG DISP
2 List ® n;x;s Cy d 10* ® Used ' Correction o OE"‘ °§|F DEG FIX
0 Error ' Sorting 2 Cor. for Xma 4 2 1.0 GRAD O | sci O
5 Litng  J° 7 Space [ Print 9 Print index |7 z g RAD L) | ENG O




L06-01
Analysis of Variance (One Way)

B8 sLBLR (LD RTN

88> CLRe 856 #LBLY

"2 Ps 85¢ P2s Clear registers for new i.

804  CLRC Initialize B6@  CLRE

08s P (3} 25

(.3 cFe 133 RTN

({2 CF1 862 eLBLD

s0e CF2 864 CSB3 Correction

[ 8 BES -

816 RIN B6¢  ¢SBB

11 aBLC Input x;. BT RN

812 F2° 868 sLBLE Set flag O for print.

817  esee 8€9 SFe

814 CSe2 are 1

1% 3+ ! RTN

e15 sLBLE 7C #LBla

et p2c 07z RCL4

812 RCL4 87¢ RCL7

018 RCLE 875 Xz

a82e P& 87¢  RCLE

82! &TOB 7 % TSS

a2z Rl are  sroe

22 ET0A ere -

824 R age  Sroe

825 £SB2 8e!  CSBI TeSS

82¢  ©see ee2 RS

8= RTN 883 RCLS

828 sLBLE 984 RCLE

82¢e H ges -

838 ST+9 88c  £TO1

82! SF2 887 658

822 RCLA 8ge R-E

832 ST+7 888 RCLB ESS

834 RCLE 8% RCL1

B2E  ST+4 891 -

X132 P25 892 srTe2

83" RCLS % 892  ¢SBZ

e3e Lot 6894  Ccspe

039 ST+ 89s RIN

P40 RCLA PS¢ siBL@ Subroutine for space.

841 xe 897 Fe°?

842 P2 p9e SPC

042 RCLY 899 RTN

844 4 100 sLBL3 Subroutine to print.

[IH : 181 Fo”

B4E  ST+S 188 PRTX

847 X 183 RTN

42 (SB3 184 sLBLb

049 RS 185 RCLY

ase s . 186 1 df,

s  Csg2 187 -

852 R’S 188 ST03

852 RCLR 189 6582

854  £SB3 11e RS

855  ¢sBe Sum; 111 RCLE df,

85¢  CSPe 112 RCLS

REGISTERS
° 7ss 'tss [ess [ oan [ sz P e ® Ex; ° o«
! 2 s‘zxi szx;’ s Zyi 8 x| S9 n

A 2xy dfy I" I, F c ° l'




L06-02

i

3 113 -
- M 114 8T0A
i 115 €583
L 116 R/
i 117 RCLA
118 RCL2 dfs
119 +
128 €582
121 &sBe
it 122 RTN
£ 123 slBlc
- 124 RCL! ™
: 125 RCL3 s
H 126 2
3 127 6SB3
3 128 RS
: 129 RCL2 EMS
138 RCLA
12 &
132 eSBZ
132 RS
134 =
135 6sB2
13€ ¢see F
137 STO0B
138 RTH
5 LABELS FLAGS SET STATUS
A Start B print? cx., zs> PP Xjm (Z-}= Ex, $;, sumy © print FLAGS TRIG DISP
a b c d 1 .
TSS, ... dfy. ... TMS... o correction | o W& | e Fix
0 Space 1 2 3 Print 4 2 New data 10 GRAD O scl O
§ 7 ¥ Ex, Ex®  [PCLREG P 2k i




L07-01

Two Way Analysis of Variance

! slBLR 257  RCLé s=_
x4 CLRC Initialize ”se x
7 CFe 259 %
004 e b6€  STOT
x RTN 6 CHS F
. SLBLC 2. RCLZ
e xzv Inputr, c. p€2 + -
08t ST0C 864 STO!
:0: £see 6T RCLZ
H RS 86c  RCLE
81! ST0¢ [ [ %
:;.; 2589 BEE  RCL? -
SBE (/2] -
814 RTN e’e  ST02
815 =LBLD 871  RCL4
:}6 g;' Input x;;. 72 RCLS
? i 872 L%
01e  xe 874  RCL7 o
812 ST42 s - F(,Fy
28 RCLR az¢  sT02
821 H 877  RCL2
22 7
82: ¢ TZ’G :.’g C;IS F
:7’;‘: C:%‘; gglﬂ RCLI
Kae) +
gZE ‘:gll: “ 88z SsTO4 i
27 oL 887 RCLE
828  ST+1 864 1
829 He Calculate RS;. 88s -
R3¢ ST+2 886  STOS
82! siBLe BET  RCLE .
D.E.: RCLZ ’ eee !
32 ges -
g.:: i;gﬁ 8¢  STOE F
IS 8707 LLH X
:Et: cs;z 89z srTO?
Xh ¢ 892 <
836 csee 894  STO8 "
BIe RIN 89c  RCL2
94¢  sLBLL 89 RCLS
84! RCLA Re-initialize for column. 097 N




L07-02

113 6589
114 RS dt,, df,, dfy
115 RCLé
116 6589
117 RS
118 RCL?
119 6589
120 £s88
. 121 RTN
£ 122 slBLe RSS, CSS, ESS, TS
] 122 RCL2
3 124 ¢S89
4 125 RS
. 126  RCL3
127 €589
128 RS
129 RCL4
138 £S89
131 R/S
4 132 RCLL
E 132 ¢sg9
3 134 ¢sge
4 135 RTN
4 136 sLBLE For correction of X, or
H 137 6589 Xpj-
3 138 CHE
139 ST+2
3 148 X2
4 141 §T-2
142 RCLA
143 1
144 -
E: 145 ST0A
- 146 CSBY
E: 147 RTN Set flag O for print.
E 148 oLBLB
149 SF8
3 150 1
3 151 RN
152 eLBLS Subroutine for print.
1 153 Fe?
154 PRTX
155 RTN
15¢ sLBLE Subroutine for space.
157 Fe”
d 158 SPC
3 158 RTN
. LABELS FLAGS SET STATUS
Rsurt P Prnt? C rter Py (241> Fxin (21> ]° Print FLAGS ___ TRIG Dise
2 RS; ° Re-int. © >CS; 9>F,,Fy... [o»RSS;... | o 0[5‘ orF DEG o
WIS (S Cl———— Y
> F 7 F?pace 9Print 3 30 ® n_2




L08-01

Analysis of Covariance (One Way) (Card 1)
F—m—ma. ] 85" RCLA
892 CLRC 85¢ +
[ x4 43 Initialize #5¢  STOA
804 CLRC 860  RCLS
Lo i BE.  RCLB
] Bé: +
ser e B6Z  STOR
s STO8 864  RCLE
8ee  RIN 85 RCLC
018 aLELE B6€ +
a11 e 0cT  sToC
812 8 For new i. 868 RCL? .
817 €704 A6 RCLC
814  STOS [3(4 +
15 €708 87: 10D i
B1£  STCY T: RCLE
817 ST0E 7T RCLE
B1E  €T09 [ + -
818 P23 7€ STOE
82 1821 ¢ P
82! RCLI . BT RCLS Zn;
822  CSBE a7 ST+
822  £SEI 87¢ P2
82¢  RIN 882 ST+ (2x;
825 &LBL® Subroutine to print x;j, 8e:  RCL4 R L
82¢ R vii- 88:  P2g M
8z7  PRTY 80>  CsBs
828 Rt #8<  P3sS (Zvy)?
829  PRTX 88 RCLE i i
83 RIN 88  CSBS ni
82! siBle Set flag O for print. 8eT  RCL4
832 sFe . 8eE  RCLE
822 ! e %
B24  STOE B9  RCLS
875 RTN 8e. :
83€ sLBLD . o 8S. P25
e For Correction for Xim, Yim- 89 cTes
838  £SBS 89  P2¢ ‘
829 33 89T  RCLE
84e I- 89¢ RCL4
xi
bz Eser o o
844 RIK 1ee  Ri
04T LBLC Input for X, ¥iy 16:  cske :
04E Fo° XO.; Cssi Syi
B4=  CSE9 182 RS
04e Xy 184 siBLE
049 I 1ee
58 stoo 18¢ RoLY
s o 10 c1e2
853 RIN 162 RTN
54 oLBLE 1E elbLe 7SS,
#55  pac 11 RCLB
#5c  RCLe 112 RCL&
REGISTERS o 5
© zn; '1ss, [ uwa [ owss, ['tse [° Usea |° wsp I’ wssg [Proro j
soZn. s‘TSS, szUud 53 WSS, S‘Exu sSExi]’ Fﬁ Zv; |§7}:v|‘2 SBZx“y;i 9 Nigj i
A £2xy T I © o3y ° zzvg F EExyyy 2k =




L08-02

113 Cs8? 165 -
114 R-S ASS, 17e #
e RCL2 17! 2
11€  RCLA 172 588
117 6586 177 RS
e RS WSS, 174 P2§
11¢ - 178 RCLZ
12¢ 8702 17€  RCLI
121 ¢see i 1
122 ¢58B1 17¢ -
122 R’S 17¢ 3
124 #lBla TSS, 188 RCLI
125 RCLD 182 P2
12¢ RCLC 182 RCLB
127 e 187 RCLY
12¢  65B? 184 -
12% P2g 18% B
136 RS Ass, 18€ : Fy
13: P2 187  6Spe
132 RCL2 18¢ RS
135 RCLC 189 RCLI
134 6SBe 18€ 1
13% PE 191 - df,
13¢ RS 192 6SBe
127 - 197 R/E
138 psg WSSy 195 RCLB
13 sT02 18T RCLI
14€ PS 19€ - df,
. 14;  ¢spe l;.‘ ¢sBe
A 2 192 ¢
: e o % W
i 17 288 L i i
[ :::_ tLB;; For (TSSheory oy lg:”’ Subroutine for print.
d 146 RCLE 262 PRTX
5 147 B 287 RTN
3 - 285 LB N
: : :_i 01 28 F:i Subroutine for space.
3 15¢  ¢spe 206 SPC
151 RWN 28: RTN
- ;g‘: ‘“’;g For (ASSly ory
8 15¢ RCLE
b 155 2
3 15€ - ,
. 157 sT02
156 £ses
15¢ RTN
166 slBLée
161 RCL2
162 RCLI
16z 1
k 164 -
E 165 -
3 16€  RCLZ
1 167 RCLS F
3 166 RCLI *
LABELS FLAGS SET STATUS
A Start T6 New i € xijtyij (24 [PxintVin (E—)Esxi;sﬂ 0 Print FLAGS TRIG DISP
L N ‘ °Print ! 0o DE| oes FiX
0 Print 1 Space 2 3 4 2 1 0 GRAD O scl O
3 = 3 — & 2 0 ®| RaD O | ENG O
ASS, TSS, rEExi]/m Print xjj, v 3 0® N2




L08-03

(Card 2)

' (.~ 14 %
00 Cse2 e osBe AMSg
007 RCLE 58 RS
04 RCLA 060 RCLY
5 RCLC 861  RCLS
(a3 ¥ 062  RCL: WMSg
87 RCLE %62 -
[ 13 + 064 !
[ 1] - TSP 86% -
818  STO4 (13 #
811 GSBi 7 6588
812 RS (3 RS F
812  RCLS 869 %
614  RCLA 876 ¢sBe
815 PRCLC [} RE
81€ X a2 RCL
817 RCie vz 1 dfy
81e + ASP 874 -
818 - 875  csBe
82e csee 87 RsS
81 RS 877  RCLE
[ 2 - WsP 872 RCL!
82T  ST06 (] - df,
824 ¢sBe ese 1
825 ¢St 881 -
aze RTN 8E2  6SBe
827 sLBLd 882  ¢SB!

Xt 43 884 RTN N .
#2°  RCL1 BRS slBLE Subroutine for print.
83e 4 [1:13 fFa°
83! RCL4 0ET  PRTS
B3 Xz (1:1:] RIN
837 RCL! #e #lBL! Subroutine for space.
834 * TSS; 8%e  Fe”
€3% - 89 SPC
B3¢  ¢gcp 882 RN
ke RS 892 sLBL2 Subroutine for setting
aze 38 (LT3 CF8 flag O for print.
83° RCLZ 895 RCLE
846 Fee #9¢ 1
84! RCLE BOT  x=y°
84z xe a%e 5Fe
842 RCL2 [L1] RTN
844 &
84s - WSSg
04 STO” a
p4”  Csge
et R<S
p4as - ASSy
858  ¢see
851  ¢sBt
852 RS
BSZ sLBle
854 PCL]

85% !
25¢ -
REGISTERS
° £ni '1ss, [P used |wss, [*Tse,  [Pused  |Fwse 7 wssg [P1or0 I’ i
50 2n; lrss,  [Puea  [Pwss, [ Pegr [Pz [ PYEI LS F‘g ik}
A 5 IB P C sy, © zry, € 2 Exvi |' 1.2 ..k

T7T1T7T7TT7TTTT9TT7 19T T TNnh



L08-04

LABELS FLAGS SET STATUS
b F ° i ° Print FLAGS TRIG DISP
1 ON OFF
B o © TSP; ... 9 TSSg;.. |®AMSY; .. o D%l bec m | Fx m
2 d
0 print ' Space 2 Used 3 4 1 g GrRAD O | sc1 O
2 0 RAD O | ENG_ O
F g ’ Ie ° 3 3 0 n_2_




L09-01

Normal and Inverse Normal Distribution (Card 1)

#0. slbin (=1 2
[N . ase CHS
ez 2 859  ¢TO”
004 2 a6e .
[ [ H Bs! 2
sec € #6° 1
pe> 4 962 &
L. : 864 ?
aee 9 865 3
e1e  sT07 86¢ :
81 1 867 -
e1e . s6e 3
17 2 #6e  STOR
P14 2 ere Pee

184 e fie! 2
(213 2 8”2 .
e1r N 872 4
e1e 4 674 1
e1e 4 8re H
8ze 2 Store constants for normat 87 s
Bz1 2 distribution, 877 1

22 STo4 87¢ 7
8z : gre  sTO1
824 . 8ce .
(& 8 H &
82¢ 2 082 [
82" 1 88z 2
a2e 2 884 8

2¢ s 885 s
aze s 88¢ Kt
83: @ 8eT  STOZ
622 e 143 .
€37 & 88% 8
824 CHS 2se H
8 grot 891 e
83¢ H 892 2
eI . 892 2
aze v 834 8 Store constants for
[.x1) I 89T sT02 inverse N.D.
o4 1 89¢ 1
84 4 T .
84z bid [543 4
842 N Beg 3
834 s 10e 2
45 2 18 T
04 b 182 &
847 STOE 182 8
848 . 184 STO4
849 2 185 .
3¢ 5 18€ 1
85! [3 1607 8
[ -4 5 108 s
(L4 € 189 2
85¢ 2 118 6
8535 he 111 8
856 8 112 7105

o 1 g by °
g 1 S8 S9
A

TTTNTTTAOTTTTITREDR .




L09-02

112 .
114 )
11 8
E 11€ 1
E 1 2
118 ]
: 119 8
128 sT06
121 P3!
v 122 8
123 STO&
124  STOE
125 RIN
#
TABELS FLAGS SETSTATUS
RSt P E ° FLAGS __TRIG DisP
a b c d e 1 ON OFF
P DEG FX ©
0 0 2 3 3 2 1.0 GRAD O sc O
- .a i . X . 2 0 AAD O | ENG O




L09-03
(Card 2)
88! sLBLE 57 X
002 1 a5 ReL2
087 ST04 Store 1in Ry for print. 259 X
e RIN e  re”
895 sLBLC 961 csB9
o0 (SBg 862 Fo?
T STOI 86 CSBE
002  ENTt [ RTN
[ 7.5 \ Input x and compute f(x}. #6% ulBL!
g1e 2 86€ CFe
(I} + 867 RCL!
812 CHS 868 COHS
812 e 86° STOI1
B14 Pi [ 3¢ £5B:
S 2 871 !
RI€ v 87z X2y .
BIT o vz -
3 B ¢ sT09
a1e  srol a7t £se9
ae ccee 876  £SB6
2:  CSBE 877 RCL9
822  6SB3 #7E RTN
22 RCLE 879 sLBLE
224 RIN ese  £589
2 eLBLD 88! %ce? Input Q{x) and calculate x.
82¢  6SRY 88z cTo8
827 sTO! 882 !
82e  5SBs 884 Xx<ve
829  CSBL ags  ¢T08
838 RCL! 88¢ L]
831 x<e” BET .
XS 4 13} tnput x and calculate Q(x). 888 <
837 SFe 862 Xy
834 slBLc 898 X3v?
83c 1 891  CSBE
83¢ RCL! 89z ENTt
83"  RCL2 89z X
(k{3 x 894 12%
3¢ + 895 LN
B4e 1.8 89%¢ R
P41 ENT? [Lrs P2S
04 ENT? 898 STO?
P42 ENT? 892  RCL2
P44 RCL4 108 X
ME x 181  RCL2
84€  RCLS 102 +
8e> + 183  RCL?
04e x 184 X
849  RCLE 185 RCLE
#5e + 18€ +
851 x 107 RCL?
852 RCLT 188 RCLE
852 + 189 X
854 x 116 RCLS
055 RCLS 111 +
85¢ + 112 RCL7
REGISTERS
o " x fix) ' b PP e ff e | b P oe
IS5 e, S2 c S3 C, S IS5 & S6 & 7, S6 [Se
A 1or0 1or0 Ic g E P

TTT1TITITI TN TN IN NN "T N



L0S-04

113 x 169 RTN
114 RCLS :;: .LlLf Restore 1 to Ry
118 +
172 STOA
ﬁg lCﬁ? 172 RTN
118 !
118 +
128 2
121 RCL?
122 X2y
123 -
124 Ps
3 125 F19
126 CHS
127 csBS
> 128 €SBé
129 CF1
3 138 RN
A 131 #LBL8 For (1-Q)
3 132 5F1
133 1
134 -
135 CHS
136 RTN
137 sLBLS Subroutine to print.
138 RCLA
139 xe8°
140 €SB7
141 R
142 RTN
143 elBL?
144 R
145 PRTY
146 Rt
147 RTH
148 olBLE Subroutine for space.
149 RCL&
156 x8”
151 SPC
152 R
182 RTN
15¢ wLBLS Ra for calculatin,
155 RcLa Gl Ra o s
15¢  X>8°
157  £SB4
158 Ré
158 RTN
160 elBL4
161 sY0B
162 ("% 4
162 ST0R
164 RIN
165 »lBL2
166 RCLB
167  X>0°
E 168 €882
TABELS ] _FuAGs SET STATUS
A Frrine? x-+H(x) D x+Q(x)  [EQix)->x 0 x positive FLAGS TRIG DISP
; 0 b © Q0 d B ta>6 | B o FX ©
S i v e e e R B
ig Ra—+Rg | Space 7 Print I8 pri"l Fﬁ 3 0 n




L10-01

Chi-Square Distribution

W eLBLh 857 4
l..: CLRC 858  RCL2
L. CFe Initialize ase 2
804 CF1 [17] B
m ”: 861 CHS
- [ 12 ex
007 sLELE Set flag for print. 8e2 X
#ee SF? 864 Z
:73 ) PES  RCL:
i1 sLBLC :g; Z "
:i-: CSE.? Input v, :g‘z RCLZ
014 sT07 , ere  sTos
b Ky Caleulate r(—) o1 F1°
0{5 2 2 72 G5B
: + 8’2 F1?
b v
i¢ ers CFt
82e  LeTX k(3 RTN
B%:" )g;"‘ 877 sLBLE
22 1 87e
9;‘:3 y A :gf; Input x, calculate Pix).
’3 ] ;“ 88e RCL!
) ! 8g! B
82¢ £5B9 pe:  STxS
827 6SBE 283 2
:gg S'TZD.Z 884 RCLI
8 885 x
638 oLBL: 88¢  STOE
831 . (Lrd 1
832 H 8eg  £T04
832 x=y° 029 lBLZ
834  ETOZ2 8% RCLZ
835 p 44 89! RCLE
:zﬁ H 832 2
ko - 892 +
‘838 STxZ B34 STOE
832 ¢TOM 89S B
::l;! tLBl;E 8% RCL4
H ] 8oy
N.: S 898  STOM
:4: RCLZ (24 +
44 S 108 x¢y"
84S STOZ 181 €T02
g:t‘ :g:g 182 RCLE
e 182 x
b okt "
L 1 £588
250 SF1 18€ RTN
:;; “EBS:; Input x, calculate f(x). ;:; ‘Lglai Subroutine for print.
053 s102 ' 109 PRTX
g; RCL? 118 RIN
H 111 «BLE
85¢ 112 Fe?
REGISTERS
° " 2 Paorw) | ved Pouo Puea [ e °
|50 s S3 Sa 3 I§'e 7 EJ S9
A ]E c O ‘IE )

T MTMTMNTTITTTNTTNOIOANRNEN



L10-02

113 sPC
114 RTN Subroutine for space.
LABELS FLAGS SET STATUS
RSt [P Print? CoTwa Prstid ExoPi) | Primt FLAGS __ TRIG ISP
a b c d g g ON OFF
fix) Pl o O 0EG ® | FX ®
¢ " y=w2 2 (%) 3P(x) 4 2 10 GRAD O sc O
B A
6 7 8 Space 9 Print T g g Rap O ENGZD




L11-01

t Distribution

o(BLA 4 } ~44
02 CLRC e 2
[ & CFe 39 %
04 CF1 Initialize [ (]
[ ] [ [ 3] INT
6 RTN 062 LSTX
087 sLBLB Set fiag O for print. 062 XeY?
o0 SFe 064  CTO!
"9 ! [ [ 1
e RTN 86¢ - Compute I'(/2).
911 sLBLC 7 L H
81; SToe input ». 86€  STO3
812  ¢se? (1 RN
814  CSBS 876 slBL1
815 RTN [ k¢ .
81€ sLBLD Input x, compute f(x). 23 -]
817  eSB? 73 X=y°
[H s10A 84 o102
812 RCLe s X2
828  ©SB. 87é 1
2:  ST0B ey -
922 RCLE B7¢  STx3
22 1 879  ¢TOM
824 + e8¢ sLBL2 Compute Rix).
825 £SBe (3} Fi
82¢  STOC 88l I
027 RCLA 8z  RCLI
022 RCLC (123 X
82¢ RCLE #8c  STD3
83e 3 88¢€ RIN
821 Pi 987 slBLE
822  RCLE 88e  ST0A
822 ¥ 889  CSBY
834 I 89e ABS
8Is 3 891 RCLS
83¢ ! 892 RAD
877  RCLA 892 Iy
8¢ xe 894 2
#3°  RCLE 89 TAN-
p4e B 89 ST02
#4: + 89”7 RCLE
842 RCLE 89¢e 2
B84z 1 899 $
#44 + 108 INY
a4s 2 181 LSTX
(L] 3 182 Xx#y?
04T CHE 182 CTD4
04E A 184 8
(L1 x 105 ST05
#3e  ST0D 16€ slBLb
851 gSE? 107 ReL2 For evens.
852 ¢ses 108 cos
53 RIN 109 Xt
054 slBL. 118 ST03
55 1 111 RCL2
856 S102 112 SIN
REGISTERS
0, ! 2 g SUsed  [*sing [Pused  [“used |20 R [Pusea |°
|3 s+ 52 & = S5 56 7 58 53
A x T rii2) € pt ) P I‘ '

T TN YT T A9 7TH979TT9T7TT9TMTT



L11-02

113 STOM 169 Pi

114 RCLS 178 )

115 2 171 RCL?

116 X=v? 172 +

117 ¢ro08 173 RCLA

118 $ 174 Y06

118 1 175 RTN

120 - 17€ sLBLS

121 s101 177 RCL?

122 1 178 RCLA

123 ST06 179 £T06

124 #BL2 188 RIN

125 RCL3 181 sLBLE

126 X 182 RCL4

127 RCLS 183  RCLA

128 ! 184  0T06

129 + 185 RTN

138 x 186 siBLE Compute P{x) from R({x}

131 LSTX 187 %8° for x < 0.

132 ! 188  ¢T08

122 0+ 188 X3y

134 sT0S 19¢ 1

173 3 191 -

136 ST+ 192 CHS

137 pS21 192 2

138 €703 194 %

129 RCL6 195 £SB7

148 RCL4 19¢ 58S

141 x 197 RTN

142 F1? 198 siBLe Compute P(x) for x >0,

143 CT0e 199 X2y

144 RCLA 268 1

145 ¢r06 281 +

146 siBle 282 2

147 RTN 282 £

148 siBL4 284  £SBY

149 RCL2 285 CSBS

15¢ 2 20¢€ RIN

151 X 2807 sLBL? Subroutine to print.

152 Pi 208 Fo°

152 2 289  PRTX

15¢ srvo7 For odd ». 218 RTN

155 ReLe 211 s

156 i 212 Fo° Subroutine to space

157 ST0% 213 SPC

158 s7-8 214 RTN

159 x=yo

168 ¢T08

161 SF1

162 658

163 CF1

164  RCL2

165 cos

166 X

167 2

168 x

LABELS FLAGS SET STATUS
RSt [PPrint v ot [ExvPtd [ Print FLAGS __ TRIG DisP
2 »/2 integer |5 even v © o * Used ! oddy o BDE | oes FIX B
9 1 i 3 4 2 1 O GRAD O scl O
P{x), x>0 [1#/2 nointeger[2 /1 x even » odd v = vl NG O
Space FP(x),x<o 7 Print 8 Forevenv |9Foroddy |[3 a0 ® N2




L12-01

F Distribution

« slblsx 857 RCL4
002 CLRC 85e  6SBY
082 CFe Initialize 858 RTN
084 CF! 0ce sLBLE
(L4 8 861 1
80¢ RTH 862  STOS

7 #LBLB Set flag 0 for print. BEZ  RCLZ Evenv,.
(13 SFe Bé4 -
685 1 BES  STOZ
gie RIN 866 RCLZ
011 siBLC Input v, . 87 2
81z gT0! #ée %
812 £5B9 (2] x
814 RTN 878  ST+S
815 slBLD &1 DSzl
[ 2 PR {14 input ;. 7E eT0Z
81T 689 a7z er02
e12 RTN 874 #LBLZ
619 oLBLE 875 RCL2
02e  gsee Input x. [-2(3 2
821 STOE red +
022  ENTt 8re  STO2
827 RCL! 87e  RCL?
824 X pae 2
825  RCLZ 981 +
82¢ + 8e:  ST07
827 RCL2 23 2
(&3 i B84 RCLZ
825 M pes ¥
638  STO3 88¢ X
82! RCL! 887  ST+E
(25 2 If v, even then yo to LBL d e8g DSzl
azz + else go to LBL e. 8ee  ¢102
B34 FRC 898 ¥LBL2 Even b
(k&3 e 821 RCLS
e Xx=v 992 RCL4
827 6704 89z x
P78 €T0e 894 F1?
622 RTN 895 CSBY
946 sLBL4 89% F1?
841  RCLZ 897  £SBE
04> RCL2 09¢ RTN
B4z 2 899 wiBle
p4d  STOT 108 CF1
045 ¥ For even v, . 181 RCLI
84c sl 182 RCL2
84"  STD4 102 STOM For odd p, .
842 RCL! 104 44
842 2 185 ST02
ase - 18¢ 1
(2] 2 187 RCL3
852 % 1688 -
853 <10 188 STO3
85¢ [

035 Xry?
85¢_ 105
0 ‘v,orv, 2u,orv, 3(,1-(
1 s2 S3

i T

[3)

7 Used  |° Used ° Used
S7 S8 S9
3 l| Used

R EEREEREBEREEREEEREEREEBEREREBRERN




L12-02

112 Xy

114 -

115 6582

116 £5B8

117 RS . .

118 #LBLS Subroutine for print.

118 F8”?

126 PRTX

121 RTK .

122 slBLE Subroutine for space.

123 F8°

124 SPC

125 RTN

LABELS FLAGS SET STATUS
RSt |PPrine I€ v~ P v, Ex+Px)  [° Print FLAGS TRIG DisP
d ON OFF
a o © even v, © odd v, ' v, even e 0® | pee FIX ®
0 1 2 output 3 for P{x) 4 2 1 0 GRAD O scl O
RAD O NG O

5 for Pix} [B 7 IE Space 9 Print <F § g g E 2




L13-01

Multiple Linear Regression

C
z,Binb,c

T eLBLA LR
00> CLRC 056 ¢sB2
[ cFe Initialize 858 ST+§
oe4 CF1 e RTN
L&) 8 061 eLBLE
20¢ RTN 862 RCLE
007 aLBLC 962  RCL4

stToc [ /] x
(0] Ri 865 RCL?
e1e  croR [ 13 Xe
f11 R 7 -
12 ST0R 862 STOD
812 CSBT 869 RCLE
814 v 87e RCL3
8:1s  sToI [ g X
[} Ré Input x;. vi, z;. 872 RCLS
LR < ] 872  RCLS
B1g 474 x
818  sr01 87s -
82e RCLE Compute Zx;, Zy;, £z;; 87¢ X
82! ¢sB9 Zxit, 2y, 252 Exiyi, 87>  ST0C
822  ¢spt Zyizi. Zx;. 878  RCLE Calculating a, b, c.
822 g 87¢  RCL1
824 ST0I sae x
82r  RCLC 8er  RCLT
82¢  pse9 882  RCLE
2" ese: 882 X
828 RCLR (2] -
829 PRCLE 825 STOR
230 > 08¢  RCLE
831  GSE: 8e”  RCL2
822 ST+t aee X
8z  RCL 888  RCL?
624  RCLC 896  RCLS
[X¢4 B LM ¥
828 6SBC 092 -
2T ETe2 892  STOR
828 pRCLE 894 x
aze  RCLC 895 RCLC
ade v B9€ X2y
84 gSpr 88? -
[ LI £ 89¢  RCLD
(2K ! 829 RCLE
044 CSBZ 188 RCLS
B4z STee 18! X
B4c  RCLE 182 RCLB
647 CSBS 182 Xz
o4c RIN 184 -
845 aiBl1 185 ¥
856 ¢sB2 Subroutine for x;, Lx;? ... 186 RCLA
851  ST+; T
852 RCLI
852 3
854 -
ass  sro1
| 05¢ _ Re
0 ! Txivi 2 Ex;z; [ g Zy; ]9 Zz
S0 57 ] |§9
A

° [nEx® ~ (Zx;)] Fnixiz - (Zxy)? ]'

T T1T7T7TTTTTTTT T TN



L13-02

113 RCLC 169  ¢SB9
114 X 178 ENTt Calculating approxi-
115 - ;;; RC!.{E mated 2 value for given
116 RCLD X V.
117 + 173 X2y
118 sT0B 174 RCLE
119 RCLS 175 X
128 RCLC 176 +
121 RCL8 177 RCLA
122 x 178 +
123 - 179  6sBe
124 RCLB 188 RTN
K 125  RCL? 181 siBLc
3 182 Fe"
iif : 182 spC Exi Byi, B,
' 128 RCL8 184 &
129 5 a 185 srer
3 13@  STOR 186 &T08
131 €SB7 ! :.’ RTN
a2z 1
;;5, RC;.: b ;95 ‘LBL; Ix?, By, 2zt
124 CSB9 H £102
125 RS ¢ 121 ¢sBe
136 RCLC 192 RTN
;g; c:sﬁg izi’ tLBLg Zxivi, Zxizi, vz
139 siBle 195 st0I
46 RCLA 19¢  ¢5BS
141 RCLY 197 RTN
142 X 198 elBLE
143 RCLB 199 1521
;:: keL2 g:f :ﬁ'&; Print for LBLa
46+ 282 RS o
147 RCLC 282  £T08
148 RCLZ . 2 204 RTN
149 o Calculating R 205 wLBLD
15¢ + 206 SF1
15 RCLS 287  GSBC
!;: RCf: g:g g;ﬁ For correction of x,
15¢ s 218 LBLE Ve B
155 - 211 SFe
15¢  RCLE 212 1
:ge Rcltg ;ﬁ tLSB" Set flag O for print.
158 RCL8 215 Fe°
168 & 216 SPC
- 217 & N
e i 215 " Fbs Print xi, i Zi
9 162 €SB? 21%  PRTX
- 164 RTN 22e RTK
= ; gg ‘L:‘;5 gﬁ; ‘Lg‘i‘:- Chmoe. sign for
,6? css" 223 C"S correction.
162 XY 224 RTN
LABELS | FLAGS SET STATUS _
* Start FE Print? C Input P Correction rE-’a; b;c © Print FLAGS TRIG DISP
3 »R? b xty—+% OIS I CES N O IR  Correction o 0["]‘ OS: 0EG ® FIX
0 " Ex;, £x° |2 CHS 3 4 2 1 O GRAD O sCI EJ
a RAD O ENG
5 6 7 Space F Print FPrint F § [u] n




L14-01

Polynomial Approximation (Card 1)

ST STe6
Initialize 858  6rT08
52 slBlLe
#6e  RCLS
BE:  ENTT
862 +
Input N, (] 1 Caleutate fr (i) f{x;).

[ +
86t X
9€€  RCLT
BET  RCLE
Bee -
(3 x
Input v;. 878 X2y
671 RCL?
B7. RCLE
8’z +
874 1
vE +
ave X
evT  RCLE
(%3 x
e -
ese  RCL?
8€1  RCLE
ez -
882 %
884 RCLE
aer H
(173 +
ger  sTo®
ese z
8es  RCLO
a%e X2y
88! sT09
89z RTN

897 sLBLE i

294 Fan Input order of polynomial.
895 PRTX
B9€  ENT?
8er 2
898 x=vy°
89e  §T02
188 oy
18: 2
182 x=y"
182 ere2
848 CTe2 184 Ly
B42  STpe €5 4
#52  (cBe 106 x=y?
51 ST+l 187 6T04
852  £SBe 188 f1x
853 ST+ 89 8
85¢  (SBe 118 =
955  ST+= 111 =LBL2
5€ 2 112 CLX

REGISTERS
° o Fittna Pite [unne [Pt ® ® tnli) Fix;)
g S2 S3 [sa 5 E3 S9
A 1 for print IB ]C g |
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L14-02

113 STD4 169 X2y

114 wlBL3 176 X

115 L b sT09

116  STOS 7: LSTX

117 eLBL4 172 RCLE

112 RCL! 174 x

119 RCL? 75 8707

12e 1 17€ CLx

121 st08 w77 R-E

1224 178 sLBLd 1

122 2 178 RCL?

124 sT01 186 RCL®

125 65Bd 181 1

126 §T%2 182 +

127 CSBd 182 +

128 8722 184 LH

129 0SBd 185 RCL?

138 STx4 186 RCLE

13! 6SBd 187 -

132 87:S 18¢ LH

132 RCL? 189 ¥

134 RCL? 19¢  RCLE

135 RCL7 19 RCLE

136 1 182 1

13?7 - 182 +

13e 2 194 ST08

129 x 195 +

148 sTOE 18¢ z

141 % 197 RCLY

142 2 198 LH

142 x 199 ENTY

144 cTOR 2ee X

i45 Ri 28! +

146 2 28z RIN

147 + 283 sLBLB Set flag O for print.

148 RCLE 204 §Fe

149 : 28c 1

156 ST06 28€  STOR

15 RCL2 287 RIN

152 x

152 8T-1

154 RCLE

155 RCL2

15€ X

157 s103

158 RCL?

159 RCL?

168 RCL?

161 2

162 -

162 LS

164 5

1€5 X

166 2

167 %

168 RCLS

LABELS FLAGS SET STATUS

A Start TB Print? € N> D yi» n—> © Print FLAGS TRIG DISP
: ¥ N ¥ . tn) ; wi>l |, D% | oee FiX
0 Print i 1 2 Used 3 Used Used 10 GRAD O SCt
I; g X P 0 fo) [P 20| e O Eepn




L14-03

(Card 2)

« C T e
> R s xsv
" Rt i
fotd 3 %62 STes
oot ¢ 861  LSTX
¢ ENTt %62  RCLO
07  ENTt % e
o0e < 064  RCLS
w - hes Reu
818 = 06  STOS
o11 2 867  LSTX
o1z > %68 ST
o1z 3 865  RCLE
014 % 870 %
815 RCL? Continue 7. T4}
B1g ¢ 072 RCLE
17  sror PR
018 RCL4 974 sLBLE
81e x 975 RCLA
0ce s1-2 07 0e°
82!  LSTY e e
922 RCLS s :
2z 075 RS
024 704 056 sibie
ex Rt 881 x2v

#2¢c Rt #52 589 oput xn, %o

82v 4 862 X2y pUt XN, Xg
bz 4 884  CSBE
820 ENTH e o
838 ENTY e stos
8z ? 88>  LSTX
ez - 88 2
LG pes  x
8¢ 3 990+
a5 x 851  RCLE
23¢ ‘ A
ez- 292 $T06
878 RCLE 4 A
87° 3 995 RCLE
pee - b kot
841 STOE 097  ST08
#: LSTX 896  RLcy
847 ROLE 899  Roe
B4e 108 RCLZ
#4c  STOS o
p4E Rt e
8 ENTY 182 RCLE
M8 ENTH 104 ENTH
88 ENT? e ™
#50 2 106 RCL3
851 - 0 x
852 = 188 .
es2 ? 163 sT01
a5y x 118 RCL2
#5° ‘ 11 ROLE
Lo | 12 eaz

REGISTERS
° " Bocodo [Cby,cd [P brcoidy [*by.csidy ., 7 Used ® Used °
S1 S2 £XY 54 - ES 57 & 5
A 1 for print lc o ;

TETTAOA R AN AN




L14-04

113 x 169 RCLY
114 2 178 0589 Output dg, dy, d3, dy,
115 x 171 w/S de.
116 + 172 RCOL2
117 sr02 173 ¢s89
118  RCL4 174 R/S
119 RCLE 175 RCL3
128 x 176  ©c589
121 2 177 R/S
122 x 178 RCL4
123 §T+2 179 ¢S89
124  RCLE 188 R/S
129 x 181  RCLS
126 ST+2 182 ¢sB9
127 32 183 RS
128 + 184  RIN
129 RCL6 185 siBLd
:g: S'l’i] ::g g?:; Input x, calcutate §.
132 RCLS 18e  RCL2
132 RCLE 189 x
134 x 198 RCL7
175 4 191 Xz
136 x 192 RCL3
137 ST+4 192 x
138 RCLE 194 +
139 x 195 RCL7
148 1 19¢ 3
141 . 197 1
142 5 198 RCL4
142 x 199 x
144 ST+2 208 +
145 LSTX 201 RCL?
14¢ B 282 X
147 RCLE 2032 Xt
142 x 284 RCLS
149 ST+2 205 x
150 4 206 +
151 5 207 RCL!
152 RCLE 208 +
152 x 209  ©seg
154 ST+1 210 RIN
155 RCL® 211 &LBL9 Subroutine for space
15  CHS 212 fFO? and print.
157 ENT? 212 SPC
158 ENTt 214 «(BLE
159 ENTt 215 Fe®°
1680 STx2 216 PRTX
161 x 217 RTN
162 STx3
163 x
164 8Tx4
165 x
166 STxS
167 R/S
168 slBLc
LABELS FLAGS SET STATUS
X Psectigo |6 0 Print FLAGS ™G DIsP
2 {continue} [DxyTxy c+dg,dy,  [Ix~§ ! o OE]‘ % DEG ® | Fix ®
R A EHESIEY:
6 7 8 print g g g g n—2._




L15-01

t Statistics

881 sLBLA 857
> cFe 85e

L& e Initialize ase
884  STOI ace
o8s  sT02 [
88¢  ST02 8éz2
8" RIN 862
808 #LBLC 864
seo F8" Input x;, y; for paired t B€5
a{ ? CSBS statistic. ng Set flag O for print,
812 ST+2 fee
813 xe (L3
814  ST+2 e
815 RCLI B Print x;, ;.
81¢ ! 72

17 + arz
2L )] €74
815 £Spe bt
a2e RTN e
82! sLBLE e

22 RCL2 D, Sp. 4y, df, are Input x; or y; for t
8422  RCL! ave statistic for two means.
824 3 age
e2r  6sBy 8e;
82¢ 6588 882
827 RoE 88z
B2¢  RCLZ 884
B29  RCLZ 8es
r2& xe 113
821 RCL! eer
aze + a8e
azz - 889
834  RCL! 89e
(x4 ! 89!
B3¢ - a9z
e3” 3 893
e3e LEd 891
e3¢  ¢see 89t
840 RS 9¢ d
B84;  RCL! a9y
84> s 89¢
842 1 899
044 & 1688
845 (SBe 181
84¢ RS 182
84T RCLY 182
048 1 184
842 - 185
85¢  Cse 186
851 ¢SB1 107
852 RTN 1ee
852 sLBLD 189
854 Fe For correction of x, y. 116
83c  65Be
#5¢ -

° Used n, 0, Ny § Used n;+ny ~2
S0 IS1 S3 S8 S9
C

T NTMT T M MTMTMTMTMTIHITMTHAHEMAMNM




L15-02

113 + 169 alBL!

114 RCL2 176 Fo? .

115 Xe 1?1 SPC Subroutine for space.

116 RCL1 17e RTN

1z L3

118 -

119 RCL1

128 RCL4

121 +

122 2 1, df,

122 -

124 ST08

125 kS

126 ™

127 !

122 RCLt

129 :

12¢ !

13)  RCL4

132 B

13z +

134 L£3

135 X

13¢ RCLS

137 RCL4

13e =

139 RCL2

146 RCLI

141 2

142 -

143 RCL?

144 -

145 X2y

14¢ B

147  CSBe

148 RS

142 RCLE

158 £SB8

151  £sB1

152 RTN

152 olBLb

154 Csee

:gz ST;i For correction of xy or yy.

157 871-3

158 RCL2

139 1

168 -

161 ST01

162 &sBe

163 £SBY

164 RTN

165 sLBL® Subroutine for print.

166 Fo?

167  PRTX

168 RTH

LABELS FLAGS SET STATUS
Asarc  |PPrint xity; P xtyir  [F+D.8p .. [° Print FLAGS __ TRIG oigp
frorvi Pueorye | av i dfs I D% | vec v mx ®m
i 1 2 3 4 2 10 GRAD O scI O
p orint Space 2 0 RAD O ENG, O
Is 7 8 9 Print v | 3 O n2




L16-01
Chi-Square Evaluation

9 sBLa B RL3
02 (Fo Initialize 5e 4
"3 CF1 %9 sT-2
04 s 068 RCL:
> ST01 [ 3]
W S102 062 -
0’ ST0Z %3 ST01
[ ] RTN 964 588
009 sLBLC 065 RIN
e Fo" 96€ sLBlLa For equal expected
81: CSBY 867  ¢see frequency.
812  sro02 T+ %68 STe2
012 - 68 Xe
(28] Xt 878  ST+3

15 RCLZ 87! RCLI
(13 2 872 1
817 ST+2 873 +
818 RCL: 874 STOL
812 ! 87 ¢see
e + B7¢ 6587
2. sT01 877 SF1
822  ¢see [ RTN
8022 RN 079 slBlb
:g; ‘Lg!’-ﬁ :g? g;fg For correction of O;.
826 ¢T0M x,} 982 e
87 RCL2 882 S8T-2
828  OSp? 84  RCL!
829  (spe sec !
83 ¢sB? [ 13 -
(23] RTN 887  STO!
832 sLBL: 888 (5B
[ 1 889  CSB?
83¢ RCLI x;° Boe RTN
83c  RCL3 P91 sLBLE Set flag O for print.
83¢ % 892 SF8
3 RCL2 892 1
3e 3 294 RTN
238  RCL2 895 sLBLY Print O;, E;.
648 - 0% SPC
041 CSBT 897 bo1d
042  CSBE 898  PRYX
842 RTN 299 XY
044 wlBLd 188 PRTX
S RCL2 102 RIN
.‘5 ReL1 1.5 sLBLe Set flag 1 for equal
o * 182 §F1 expected frequency.
s4e  (SBB 104 CY0E
042 (£SBY? 185 RIN
g’ ‘L:Iz i:_f' .Lg‘i‘a? Subroutine for print x.

For correcti 5 . !
02 Foo or correction O, E; 188 PRTX
052 ¢S89 189 RTN
954 $T02 118 alBL7 Subroutine for print.
”5 - 111 Fe?
156 Xt 112 SPC
REGISTERS
" n Fused [ues g ’ g °
St S2 S3 [S4 5 S6 S7 E E3
e |c D € |

TP 9TT9TTTTT9TTTTHMM



L16-02

113 RTH
:
LABELS T FLAGE SET STATUS
,; RSt [BPrint Cote~  [PoctE. [ xg 0 Print FLAGS  TRIG ISP
k 2 0 (Z+) b oy (2-) ud x,’ dE e ' Equsl E; o OS OE]F DEG © Fix
o x,* 2 3 4 2 1 0 GRAD O | sct O
6 TSpace |8 Primt [5 Primt B $ 0B RD O ENGO




j

L17-01
Contingency Table
08! aLBLA 857 siBla
882 CLRE Initialize 85e SFe Set flag for print.
882 CF6 85¢ H
po4 CF! ([T} RIN Printx,j, x,.
ses [ 861 LBLY
8¢ RTN 862 X2y
#6” sLBLE Input x,, x,; for 2 x k. B€Z  PRTY
a8c Fe~ B4 £44
882  gspe BES  PRTX
ale [ 33 RTN
B1:  STCT BE7  sLBLb 3xk
12 Ri 86e Fe?
817  ¢sBe BES  CSBe 10PUL X, Xyj, X5
814 RTN #7e  STOC
BIZ slBLD 871 F12
Bl RCLE 8re LHs
1T RCL4 2xk 872 8T+2
a1e = I 874  STOB
812 RCLI 875 sTOv
e2e H 87¢  ENTY
8! RCL2 er” x
22 RCLS eve  sroe
B2Z  RCLZ ere Ré
B2s H 680 eLBLE Input x,j, x,;, for 3 x k
2 8e1  sTOB and 2 x k.
B2€ + 882 F1°
627 RCLE ez CHE
28 - 864  ST+2
B2¢  eTOC 88C  ST+8
83e  GSE” B88E ST+
M k-8 887  ENTT
83Z  RCLD 2xk age x
B2 RCLE Ce 822 cT0%
BI4  RCLD poe R
[ + 891 STOA
(k{3 % 892 F1?
8" N 83 CHE
836 GSET 894  ST+1
839  GSRe 895 ST+
p4e RTN 89€  ST+7
84! aLBLE 2xk P97  ENTt
B2 RCLY Ri. Ry, T 822 x
[ 4 892 RCL?
644 R€ 180 2
R4S RCL2 181 ST+
84¢  CSE” 182 PRCLS
047 RS 182  RCL?
84¢ + 104 £
849  6SB? 105 ST+5
858  ¢Sps 186 RCLS
51 RTN 107 RCL?
852 wlBLC 2 x k correction. 108 ¢
852 §F1 109 8T+6
854 0SBB 118 1
5% CFi 11 Fi1?
85¢ RTN 112 CHE
T 1 R, 2 R, 3 8 Xy 9 "1]2
S1 S2 S3 S8 S9
R T "11' ]

TTTTTTTMTTHTTTYTTTT9""7TT




L17-02

3 117 RCLE 169 RCLE
E 114 + 178 6587
'3 115 STOE 17 RIN )
3 116 6SB? 172 alBlc 3 x k correction,
117 6886 173 SF1
118 CFt 174  CSBE
119 R/E 175 CF1
128 RCL? 176 RN
121 ¢sB? 177 sLBLE Print x,j, Xz, Xaj:
122 £5B6 178 Ré
123 RN 178 Ré
124 slBLd 186  PRTX
125 RCLS 18! Rt
: 126 RCL2 182 PRTX
E: 127 RCL3 182 Rt
: 128 + 184 PRTX
2 129 + 185 RTN
Es 138 sT08 3xk 186 #LBL? Subroutine for print.
. 121 RCL4 x? 187 F8?
132 RCL! 188  PRTX
3 132 2 188 RTN
13¢  5T0% 198 siLBLE Subroutine for space.
135 RCLS 182 Fe°
G 136 RCL2 192 SPC
8 137 % 182 RTN
138 ST+8
138 RCLE
140 RCL2
k 142 :
i 142 ST+8
3 143 RCLS
3 144 1
145 -
146 RCLB
b 147 x
- 148 CSB?
149 R/S
158 ENTt
151  ENTH 3Ixk
152 RCLE N
153 +
% 154 %
E 155 X
3 15¢  GSB?
157 6SB6
' 15¢ RS
i 3 159 slBle
! 168 RCLI AT
161 ¢SB7 e
162 RS
162 RCL2
164 £SB?
165 RS
166 RCL3
167  CSB?
168 RS
LABELS I FLAGS SET STATUS
3 A Start | Xyjs Xgf IC Corraction [0 XiCe G Ri:Ry:T [P Prime FLAGS TRIG DISP
: " T - -
3 8 Print b Jnput 3x k ¢ Corrsction [¢ x*;Cc € R;; R, 1 Correction o 0[5' F oEG X ®
2 0 Used ! 2 3 4 2 1O®| GrapO | sc1 O
: F FSp.cc 7 Print 4F Print P Print F ;2, S R0 O EN_&E




L18-01

Spearman’s Rank Correlation Coefficient

B8 sLBLA (14 X2y
002 Cike 58 PRTX
ez CFe Initialize 59 X2y Print R;, S;.
004 [£3] %6e  PRYX
905 e 861 RTH
80¢ RN 062 olBLJ Subroutine for print.
887 elBLL 062 Fo?
soe Fe~ 864 PRTX
089 Cses Input R;, §;. 865 RN Subroutine for space.
sse - 066 sLBL!
81 Xz 867 Fe°
H4 F1o [ 33 SPC
81z CHE (3] RTN
B14  ST+42
815  RCLY
8i€ p]
3 Fin
e1e CHE
81¢ +
82e  sTpY
a2 €568
822 €SB
822 RTN
824 oLBLE
[ :
82€ RCL2
82 €
g2e x
82° RCL!
a3e Ne
831 !
832 -
23 RCL!
834 x
825 3
8¢ - re 2
83*  gspe
22 g3
3%  RCL:
a4c 1
84: -
84> L4
B4z b
844 CSBE
B4 CSE!
(113 RIN
847 sLBLD
g:g Cg::,' For correction.
858 CF1
=H RTN
852 sLBLE
2 SFe Set flag O for print.
o5¢ g roniere
835 RTN
85¢ sLBL9
REGISTERS
0 U n 2 ED;’ 3 5 6 7 8 9
S0 IS1 S2 S3 54 Ss S6 S7 S8 S9
A B C D I

MTHTMTANONNOENTMNTNTNARRENEN




L18-02

LABELS FLAGS SET STATUS
e 5 ..
A Start B print I (=4 |° (z-) Fon: © print FLAGS TRIG Disp
: 2 o c ] e Tz ON OFF
3 0o O DEG FIX
g 1 2 3 4 a 108 GRAD O sc O
. . . . . 5 . 2 E, RAD O | ENG D




L19-01

X and R Control Chart

89: $LBLR 957 RS
T 956 sLBLE
2 cfe lnitialize 255 RCLS
004 cF1 868  £SBY
o0< [) 86! RIN
80€ RTN Store 1 in Rg for print. 86> siBla
97 slpLE B2 tF1
z&; erat 964 RCLE
[ bes
218 RIN 06¢ J
81! elBLC 7 ST06
e 03 Rets
B4 stk e o
15 ROLS 871  ¢SBY
n b
; 872 RS
:ii cit;'g 874 siBle
028 ¢r0: HH :&;
o
2 @ Input x;j. 877 - R;
= o
82¢  ST02 HY Gt
B2 x=v 0e: RS
02 sTO4 962 sLBLb
:Eé ,;g, 882  RCL?
829 tLBL: :§: ke x
:ge RELY 88  CSBY
055, g 087 RIN
937 STos o5 "Reih
:g: kgss 898  RCLG
5 2 091 3 _
03¢ xev 892  ST03 R
07’ 5705 892  ¢sB9
= e o
o 5 s %
Me  oTe2 896 slBLc
::: r:: 997  RCL3
4
042 CHE :;g ReL?
844 STe3 188 RCL6 L
04T RCLI 1e1 3
e e o
842 CHS 184 csB9
Mo+ 185 RsS
"0 sTO! 106 sLBLc
851 ¢sB9 107 Lsrx U=
15 bt 0o '
189«
B sser Xmax: Yo e 4
55 RCLe 6589
CSB?
L X, IR 9 Used
156 S7 S8 S9
E 1 for print g

AEEBEREEREERE RN




L19-02

112 R/S

114 slBLd

115 RCL3 Lp

11€ X

117 6SB9

118 BSE7

119 R/S

120 slBle

121 RCL3 Un

122 X

123 ¢sBS

124 €SBY

125 RTN

126 oLBLD Correction Xiy.

127 ST08

128  RCLA

129 ST04

13¢  RCLE

131 8705

132 RCLB

133 SF8

134 6SBC

135 RCLA

13¢  5T04

137 RCLB

132 8705

129 CF8

14¢ RCLI

141 RTN

142 #LBLS ine for print,

147 RCLE Subroutine for print.

144 X287

145 €708

146 Ré

147 RTH

148 =LBLE

149 R4

158 PRTX

151 RTN

152 #LBL7 Subroutine for space.

153

154 > 8?

155 SPC

156 Re

157 RTN

LABELS FLAGS SET STATUS
RSt P Primt E i 51 P xac(29 | xmame "mn_|PCoMection | prags  thi oP |
2 Xijs Ry PR R ° z.Uz [ La ° Ur 11" dara o B %] oee B | Fx B
d —r”” . ; : : S H R AR X
&)

5 ° 7 Space 5 Print FPrint? g g g n—2=2_




L20-01

Operating Characteristic Curves

#e: &Pk (58 B
ee: cre B5¢  LeT8
887  ELRG Initialize 85°  RCL:
a0 e B6e  RCL4
eec RTN ] -
88¢  sLBLE Set flag 0 for print. B2 RCLZ
ae- cFe B2 -
oes : B4 +
aas RTN (134 3
c1e olBLC Store N. 86¢  RCLE
11 6SEZ (2 ¥
BiZ &TOM B6e  ETOE
g1’ RTH BES  ST+7
B14  sLBLD 878 RCL3
ers £res Store n, ¢ for finite lot vl !
B1E  x2 size. 72 RCLE
[ 2R3 (1 nZ -t
812 gsez ers  eTgE
€1= Xav TE Xgve
8¢ GSpZ BTE  ETOE
B2! RTH arr !
sLBLE BTR  RCLT
6SP4 8ve Xy
(253 836 Y
RCL! 88!  GSR3
¥ Bez R-E
INT 882 alBl.
£T04 pe4 -
RCL: BgE  LSTX
RCLZ Finite lot size. Bge  xgyo
6SEa 8e"  &5B9
RCLY eee  sres
RCL4
RCLE
6SB.
r?
£708
e4e  STOE
LAPE3 (7
842 RCLZ
842 &
644 &TODC
w4 x=vn
P4C  LSES
847 aiBLP
B4E RCL4
(L -
85¢  RCLE
S: RCLE
852 -
852 x
B5s  RCLE
85s H
83¢ +
0 ! N, n 2 [ g c, {0} 7 , counter 8 Used 9
S0 51 S2 53 S7 S8 S9
A C

TR MMANRMMITARAMNN

TTTITN




L20-02

112 RTN 169 RCLE

114 «lBL7 17 x

115 RCLE 171 RCL4

116 RTH 172 ¥

117 slBLE 173 ST04

118 1 174 5745

119 6882 175 RCL?

128 RTN 17€ 1

121 elBLS 7 +

122 8T06 17e sT07

122 Xy 179 RCLE

124 RTH 18¢  X#Y?

125 slBLd Input n, ¢ for infinite lot 181 g102

126 ST06 size. 182 1

127 X2y 182 RCLS

1286 STO01 184 X7

129 £SB2 185 X2

136 X2 186  £SB2

13 6SB3 187 RS

132 RTN 188 sLBL

132 slBle 189 RCLZ

134 8702 1%¢  £5B2

135 65B4 191 RS

13¢ 6SB3 192 RIN

137 8702 193 #LBLS

132 RCL2 184  RCLS

13% 1 19 6582

14¢ - 19¢ RS

14! CHS . 187 RTN

142 % 198 sLBL2 Subroutine for print.

142 8108 199 Fe7

144 LSTX 288  PRTX

145 RCLI 201 RTH

i:'f ST(YJ; ggg 'Lﬁléi Subroutine for space.

148 RCLE 204 SPC

149 ] 285 RTN

158 STO07

151 X=y?

152  6SB¢

152 CLX -

154  RCL!

155 X3y

156 X7

157 6706

15¢  RCLZ

159 S04

168 8705

161 slBL2

162 RCL1

162 RCL?

164 -

165 RCLY

16€ 1

167 +

168 £

LABELS FLAGS SET STATUS

A Start B Print N D ntc E p=>Py 0 Print FLAGS TRIG DISP
a fix) b d ntc— e p-P, 1 R ON OFF DEG ® Fix
o P, T fx+1) Used 3 Print 4 Space F 108 GRAD O sc O
R [T T T [ [ stos - B e i




L21-01

Single- and Multi-Server Queues »
T ¢LBLA i #57 RCLI
002  CSBY 858 RCL3
2 STO! pse -
884 STOI (1] B
005 R 0 861  STO4 La, L
906 ST02 862  SPC
o 2y 867  PRTX
80e 5105 64 RS
8o o 865 #LBLC
BIC  ST02 P66 RCL3
B  PRTX [ Td +
812 RS 868 ST0¢6
#17 $LBLB 82 PRTX
a4 1 : 278 RS
1S STo4 871 eLBLD
81€ e 872 RCL4
817 &LBLI 877  RCL2 Ta. T
812 RCL4 874 :
81e + 875  SPC
28 LETX 876 PRTX
821  RCL3 7T R
22 ¥ 878  LBL
822 RCL! 879 RCLE
824 RCL! #88 RCL?
2% - 88! =
[ 1 022 PRTX
(Y4 + 883  R/S
82¢ B 884 LBLE
829  &T104 Py, Py 885 SPC P
82e ke 886  PRTY
821 psI1 887 RCL!
832 €101 : 858  RCLS
&4 ! 089 x
€34 RCLZ #9e  RCL2
875 RCL: 691 -
B3¢ + 892 x
8z - 897  CHE
832  RCLS 894 er
830 xzv 895 RCLI
o4p ® 89€ x
841 sTOI 897 PRTX
(23 + 89¢  cPC
043 1% 9  ReS
844  SPC 168 sLBLS .
4= PRTX 181 Re Printu, A, n.
e RS 182 RS
047 sLBLE 183 s
M8 RCLI 104 PRYX
843 ¥ 105 Rt
50 <701 186 PRTX
051 PRTS 187 43
852 %3 108 PRTX
53 elBLC 182 RTN
054 RCLY 118 sLBle m,n
055 RCL3 111 6588
| 056  x 112 ST02
RE
0
A

-
=
=
i
"




L21-02

T ke - 169 ST0S
114 STO: 178 sPC
g5 RS 171 PRIX
116 oLBLb » 172 RS
117 6588 173 siBLe T
118 5108 174 RCLE
3 118 = 7= X
s 128 §702 176 PRTX
121 PRIY 177 RS
122 RS 172 oLBLJ L
.4 123 sLBle 179 ROLS
i 124 CLX 188 RCLI
i 125 s107 181 s
X 126 1 182 1
127 5704 8 -
128 8T0S 184 RCLZ
129 STO6 185 1
! 138 &BL3 186+
132 RCL2 187 x
132 RCL4 188 107
132 0y 185 f
136 xav o8«
135 RCL3 181 RCLL
136 xoy 192 x
ek 122 spe
138 RCL! 194  PRTX
132 RCL4 195 RS
46 - 196 siBLJ Ta
14 ! L 197 RCLE
14z 196 x
12 x 199 PRTX
143 RCLS . 280 RS
] e X 201 sBle
g 14¢  STOS 202 RCL7
g 147 EEX 202 CHS F
148 CHS 204  SPC
145 s 285 PRTX
: 156 8 06 SPC
,_ 151 ove 207 RS
p 15z 102 208 +LBLE Printm, 5,2,
15z R 229 p
154 ST+6 218 SPC
155 RCL4 211 PRTX
15 x 212 Rt
157 ST+7 213 PRTX
. 158 RCL1 214 RIN
i 159 RCL4
: 168 1
161+
; 162 5704
e 163 xéy?
. 164 £T02
‘4 165 LBL2
166 RCL?
167 RCLE
168 +
LABELS FLAGS SET STATUS
' Nvo PPk Foteol PotesT [Foew ° FLAGS TRIG o8P
Smtns  PStarp FoloT  |IsigoTy [PoF ; o D% | oee FIX ®
i i 9 Print Print R 308 n
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Appendix A
MAGNETIC CARD

SYMBOLS AND CONVENTIONS

SYMBOL OR
CONVENTION

INDICATED MEANING

White mnemonic:
X

Gold mnemonic:
y

X
o8
X4y

a

White mnemonics are associated with the user-
definable key they are above when the card is
inserted in the calculator’s window slot. In this case
the value of x could be input by keying it in and
pressing Y.

Gold mnemonics are similar to white mnemonics
except that the gold E@ key must be pressed before
the user-definable key. In this case y could be input
by pressing @ B.

4 is the symbol for GXEY. In this case is
used to separate the input variables x and y. To
input both x and y you would key in x, press GYi{ED,
key in y and press Y.

The box around the variable x indicates input by
pressing 0.

Parentheses indicate an option. In this case, X is not
a required input but could be input in special cases.

« is the symbol for calculate. This indicates that
you may calculate x by pressing key [3.

This indicates that x, y, and z are calculated by
pressing [J once. The values would be printed in
X, y, z order.

The semi-colons indicate that after x has been calcu-
lated using @Y, y and z may be calculated by

pressing .

The quote marks indicate that the x value will be
“‘paused’’ or held in the display for one second. The
pause will be followed by the display of y.

The two-way arrow <> indicates that x may be
either output or input when the associated user-
definable key is pressed. If numeric keys have been
pressed between user-definable keys, x is stored.
If numeric keys have not been pressed, the program
will calculate x.
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SYMBOLS AND CONVENTIONS (Continued)

SYMBOL OR
CONVENTION

INDICATED MEANING

P?
(A ]

The question mark indicates that this is a mode
setting, while the mnemonic indicates the type of
mode being set. In this case a print mode is con-
trolled. Mode settings typically have a 1.00 or 0.00
indicator displayed after they are executed. If 1.00
is displayed, the mode is on. If 0.00 is displayed,
it is off.

The word START is an example of a command. The
start function should be performed to begin or start
a program. It is included when initialization is
necessary.

This special command indicates that the last value
or set of values input may be deleted by pressing

Three dots (...) indicate that additional output
follows. See User Instructions for complete

description of variables output.
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