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HEWLETT li PACKARD 

HP-55 
programmes statistiques 

Fascicule 
de 53 programmes 
sélectionnés 
dans les domaines 
tels que : 

probabilités, 
fonctions 
de distribution , 
statistique 
générale, 
courbes 
d 'ajustement, 
tests 
statistiques 
et autres. 



Les programmes figurant dans ce fascicule sont sans garantie d'a ucune 
sorte. Par conséquent. la Société HEWLETT-PACKARD n'assume 
aucune responsabilité, consécutive ou non à l'utilisation de ces 
programmes ou de ce document. 

~ 
~i 
~ . 

1 
~ i 
~ . 

~ I 
1 

f:: ' 1 
~ i' 

~ ! 
~ ! 
~ ! 
~ ! 
~ ! 
~ } 

1 

~ i~ 
~ I 

~ ! 
1 

~ ï 

~ l 
~ ~ 
~ l 
~ 
~ 

IS 

~ 

HEWLETT Q PACKARD 

HP-55 
programmes statistiques 

Grandeur réelle 



~ 
1 , 
1 

~ ' 
1 

I!! ' 
~ ~ 

1 

C ' 
1 E: t 

E: ! 
E:

1 

E:
1 

e ' 

Introduction 1 

INTRODUCTION 

Les programmes figurant dans ce fascicule ont été choisis dans les domaines 
des probabilités. de la statistique générale, des fonctions de distribution, 
des courbes d'ajustement et des tests statistiques. 
Chaque programme comprend une description générale, les formules 
utilisées, le mode opératoire, des exemples numériques, le programme 
proprement dit et les registres mémoire utilisés. 
A la fin du fascicule, figure un index. 
Nous vous conseillons, avant d'utiliser les programmes, de lire d'abord 
l'exemple du mode opératoire situé après le sommaire. Pour une program­
mation personnelle, reportez-vous au manuel d'utilisation du HP-55. 
Nous souhaitons que le HP-55 soit un instrument utile pour vos calculs 
statistiques et vous remercions d'avance pour tous les commentaires, sug­
gestions et contributions que vous voudrez bien nous communiquer, car ils 
nous aideront à mettre à votre disposition des programmes de grande 
qualité. 
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4 Mode opératoire 

MODE OPÉRATOIRE 

Le mode opératoire vous servira de guide pour l'utilisation des programmes. 
Il se présente sous la forme d'un tableau comprenant cinq colonnes, Pour 
suivre les instructions, commencer par la ligne numéro 1 et lire de gauche 
à droite en effectuant les opérations indiquées au fur et à mesure que vous 
avancez. Les numéros de séquence suivis de «prime» (') placé en haut et 
à droite indiquent qu'une autre séquence est à effectuer par rapport à la 
séquence portant le même numéro. 
La colonne INSTR UCTIONS indique les instructions et commentaires 
relatifs aux opérations à effectuer. Les instructions sont exécutées séquen­
tiellement, sauf indication contraire dans cette colonne. 
Normalement, la première instruction est «Introduire le programme». 
Pour mettre un programme en mémoire: appuyer sur lm en mode RUN, 
passer en mode PROM , introduire le programme, puis revenir en mode 
RUN . 
Les processus répétés, utilisés dans la plupart des cas pour une longue série 
de données d'entrée ou de sortie, sont entourés d'un cadre imprimé en gras, 
conjointement avec une instruction (Effectueo). 
La colonne DONNÉES précise les données à introduire et leurs unités. 
La colonne TOUCHES indique les touches à presser. 
m est le symbole utilisé pour indiquer la touche <~·r.EN=T"ER"'."I». Tous les autres 
symboles figurant dans cette colonne sont identiques à ceux du HP-55. 
Ne pas tenir compte des positions en blanc dans la colonne TOUCHES. 
Certains programmes complexes nécessitent l'utilisation de touches (diffé­
rentes des touches de commande du programme) indiquées dans la colonne 
TOUCHES afin d'obtenir les réponses. 
Un exemple de mode opératoire est donné ci-après (test de Behrens-Fisher): 

NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

, Int rodurre te programme C=:JC=:JC=:JC=:J , Initialiser , CL'R C=:J 0.00 

3 EHectuer 3 pour 1 " 1. 2 .. n, '; ~ C=:JC=:J ; 

3 Elfacer Iii donnée IOCOHec" ~k '. f ~1h::=::!1 , Calcul de ~ et de s,f..;n, ~ITJ~~ , 
G::J c:::::!:::J ~ c::::::::::::J 
~~I r. II~ I\'...rn. 
~~G::J~ 0.00 

, EHectuer 5 pour t .. 1. 2 •..• n2 ,; 
" Il Il Il , 

" EHacer la donnée Incorrecte Yh '. ~Œ:JC=:JC=:J 
6 Introduue D et calcul de d. (J 0 ~ŒJc=JC=:J d 

ŒJC=:JC=:JC=:J , 
7 Pour un nouveau cas. eller en 2 Il lC=:JC=:J 
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Mode opératoire 5 

Séquence 1: Dans tous les programmes, la première séquence est «Intro­
duire le programme dans le calculateup). 

Séquence 2: La séquence d'initialisation a pour but de vider le contenu de 
la pile opérationnelle et des registres R. Q à R. 9. 

Séquence 3: Les données xi sont introduites dans la boucle. Au premier 
passage à travers la boucle, la variable <(j) est égale à «1 )); 
au second passage, « Î)) est égal à «2), etc. 

Séquence 3' : Cette séquence est exécutée dans le cas où les données intro­
duites dans la séquence 3 sont à supprimer. 

Séquence 4: Pour obtenir les résultats intermédiaires et réinitialiser les 
registres, appuyer sur certaines touches. X et SI/ Vil; sont cal­
culés et affichés. 

Séquence 5: Les données Yi sont introduites dans la boucle. 

Séquence 5' : Celte séquence est exécutée dans le cas où les données intro­
duites à la séquence 5 sont à supprimer. 

Séquence 6: D est une donnée. Les réponses d et () sont calculées. 

Séquence 7: Cette séquence donne les instructions pour un nouveau cas. 
Dans cet exemple, il faut alier en 2. 
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ARRANGEMENT 

Un arrangement est un sous-ensemble ordonné d'un ensemble d 'objets 
distincts. Le nombre d'arrangements possibles, chacun contenant n objets, 
qui peuvent être réalisés à partir d'un ensemble de m objets distincts, 
est donné par: 

m! 
-,----;-:- = m(m - 1) ... (m - n + 1) 
(m - n)! 

où met n sont des entiers tels que 0 ~ n ~ m 

Remarques: 

1. mAn peut aussi être désigné par Ag', A (m, n) ou (m)n' 

2. mPO~ l, mAI ~ m, mAm~m' 

~ 
TOUCHE REGISTRES 

IlIGNE CODE 

25. oc 0 R, m 

o;:c- 41 26. 01 1 R, 
02. 33 STO 27. 51 - R, 
03. DO 0 28. 32 g R, 
04. 84 RIS 29. -32 . ,.y 32 R. 
05. 32 g 30. 23 RI R. 
06. -35 ,.y 35 31. - 19 GTO 19 R, 
07. 31 f 32. 23 RI R, 
08. - 11 '''y 11 33. 23 RI R, 
09. 00 0 34. -DO GTOOO R, 
10. 81 .;. 35. 31 f R~ 

11 01 1 36. 43 0' R. , 
12. 32 9 37. -DO GTO DO R., 
13. -32 ' =y 32 38. 01 1 R., 
14. 44 ClX 39. -DO GTO DO R .. 
15. 32 Q 40. 41 t R •• 
16. -38 '=y 38 41. 31 f R., 
17. 61 + 42. 43 0' R" 
18. 51 43. 22 ,~y R .. 
19. 01 1 44. 84 RIS R .. 
20. 61 + 45. 51 -
21. 71 , 46. 31 f 

22. 31 f 47. 43 0' 
23. 34 lAST X 48. 81 .;. 

24. 34 RCl 49. c"'L GTa 00 

.l , 
1 , 

- 1 , 
1 
1 

1 , 

1 

~' 
1 

E:; t" 

~ ! 
~ ! 
~ ! 
~ ! 
~ ! 
E: + 
E; ! , 

Exemples: 

27A, ~ 9687600.00 
7JA4 ~ 26122320.00 

NO INSTRUCTIONS 

, Int roduire le p.ogfamme 
- -

2 Int.odu;fe m. n 

,. Si m ". ,69. pour calcule. 
plus rapidement 

3 Pour un nouveau cas. aller en 2 

Arrangement 7 

DONNÉES TOUCHES RÉSULTATS 

c:::::::::::J c:::::::::::J c:::::::::::J c:::::::::::J 
m ~ ~ c:::::::::::J c:::::::::::J m 

0 ~ c:::::::::::J c:::::::::::J c:::::::::::J mAo 

~~COc:::::::::::J 
m ~ c:::::::::::J c:::::::::::J c:::::::::::J m 

" ~ c:::::::::::J c:::::::::::J c:::::::::::J mA" 

c:::::::::::J c:::::::::::J c:::::::::::J c:::::::::::J 
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COMBINAISON 

Une combinaison est une sélection non ordonnée d ' un ou plusieurs 
ensem bles d'objets distincts. Le nombre de combinaisons possibles, chacune 
contenant il objets, est donné par: 

m! 
(m - n)! n! 

m(m-l) ... (m-n+l) 
1 ' 2 ' ... 'n 

où m et n sont des entiers tels que 0 ~ n ~ m 

Ce programme calcule mCn en utilisant l'algorithme suivant: 

1. Si il ~ ru - n 

C =m-n+l 
m n 1 

m-n+2 m 
2 n 

2. Si n > ru - n, le programme calcule mem_n' 

Remarques: 

1. mCn, qui est aussi appelé coefficient binomial, peut être désigné par 
Cil', C(rn,n), ou (Il') 

2. mCn = mCm- n 

3. mCO ~ mCm~ 1 

4. mCI =mCm- l = m 

~! 
~! 
~~ 
~! 
~! 
~! 
g,+ 
IS--! 
ISI 
~ 

1 
T 

g:! 
1 
1 

1 

Combinaison 9 

lIGNE~ TOUCHE REGISTRES 
I"GNE CODE 

00. 25 . -29 x';v 29 A 0 max!n. m - n) 

01 . 51 - 26. 34 l'_Cl A 1 Utilisé 

02. 31 f 27. 02 2 A 2 Utilisé 

03. 34 lAST X 28. -<Xl GTOOO R, 

04. 31 f 29. 34 RCl R. 

05. - '2 x';v .2 30. 00 0 R, 

06. 33 STO 31. 22 x<'v R. 

07. 00 0 32. 6 1 + R, 
08. 01 1 33. 31 f R. 

09. 33 STO 34. 34 lAST X R, 

10. 01 1 35. 81 + R., 
11. 61 + 36. 3' RCl R .. 

12. 33 STO 37. 02 2 R., 

13. 02 2 38. 71 x R., 

14. 44 ClX 39. 33 STO R •• 

15. 32 q 40. 02 2 R .. 

16. -44 x'," 41 . - 17 GTO 17 R •• 
17. 23 RI 42. 22 x<'V R" 
18. 01 1 43. -06 GT006 R .. 

19. 3' RCl 44. 01 1 R .. 

20. 01 1 45. . - 00 ~TOOO 

21 . 61 + 46. 

22. 33 STO 47. 
23. 01 1 48. 

24. 31 f 49. 

Exemples: 

1. "C. ~ 1088430.00 
2. nC5 ~ 80730.00 

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS 

, Introduire le programme c:::::::J c:::::::J c:::::::J c:::::::J r-, . 

ŒJ c:::::::J c:::::::J c:::::::J Introdui re m, n m 

" ~~ c:::::::Jc:::::::J mC" 

3 Pour un nouveau cas, aller en 2 c:::::::J c:::::::J c:::::::J c:::::::J 



10 Formule de Bayes 

FORMULE DE BAYES 

Soient El. E2 . ... , En. n événements exhaustifs s'excluant mutuellement, 
et A un événement pour lequel les probabilités conditionnelles, P[A/ Eil 
de A, sachant que E; est réalisé, sont connues. Si les P[E;] sont donnés, 
alors la probabilité conditionnelle P[EiJA] de chacun des événements Ek, 
sachant que A est réalisé. est donné par: 

n 

L P [E;] P [AIE;] 
j=o 1 

où k peut prendre les valeurs 1, 2, ... , ou n 

Référence: 

E. Parzen, M odern ProbabililY Theory alld ils Applicariolls, John Wiley 
and Sons, 1960. 

~ 
AFFICHAGE 

TOUCHE REGISTRES 
I"GNE Lc~ LIGNE CODE 

25. 51 - Ro IP[A/EJ PIE·I 
01. 26. 33 STO R, n 

. 02. 33 STO 27 . 01 1 R, 

03. OD 0 28. -06 GTQ 06 R, 
04. 33 STO 29. 71 , R. 
OS. 01 1 JO. 34 RCl R, 
06. 84 RIS 31. DO 0 R, 
07 . ,. , 32. 81 R, 
08. 33 STO 33. -OD GTQ 00 R, 
09. 61 + 34. R, 
10. OD 0 35. R" 
11. 34 RCl 36. R .. 
12. 0 1 1 37. R., 
13. 01 1 38. R" 
14. 6 1 + 39. R .. 

15. 33 STO 40. R .. 
16. 0 1 , 4' . R" 
17. - 06 GT006 42. R., 

18. 71 , 43. R .. 
19. 33 STO 44. R .. 

20. 5 1 - 45. 

21 . DO 0 46. 

22 . 34 RCl 47 . 

23. 0 1 48. 

24. 01 , 49. 

, , 

~ ! 
~ ! 

1 

~ ~ 
1 

~ ! 
E: ~ 
~ ! 
~ ! 
E: ! 
~-+ 

1 , 

~+ 
1 

1 
:r 

1 , 
1 
1 

--1 

Exemple: 

Si PIE,] = 0.95 
P[A/E,] = 0.005 
P[E,] = 0.05 
P[A/E, ] = 0.995 

et PIE, lA] = 0.09 

NO INSTRUCTIONS 

, IfllrodUlrl! le programme 

, Initialiser 

3 Effectue. 3 pour 1 - 1. 2, .. 0 

i Effacer la donnée incorrecte 

P lEm]. P (A/Eml 

• Calcul de P (Ek /AJ 

• Pour une aulfe valeur de k. 
aller en 4 

• Pour un nouveau cas. aile. en 2 

Formule de Bayes 11 

DONNEES TOUCHES RESULTATS 

c=Jc=Jc=Jc=J 
~~c=Jc=J 0.00 

PiEd 1 ]c=Jc=J 
P[A/E;I ~c=Jc=Jc=J 1 

PI Em l dHHc=J 
P[A/E",] [§::::J~[D~ 
P( E~ 1 LDI==:JI==:JI==:J 

P 1A.lE~ ] [§::::JC:::::OCCJ~ P1E~/A l 

c=Jc=Jc=Jc=J 
c=Jc=Jc=Jc=J 
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PROBABILITÉ DE NON-RÉPÉTITION 
DANS UN ÉCHANTILLON 

Soit un échantillon de taille n tiré avec remise à partir d'une population 
comprenant m objets différents. La probabilité P de non-répétition dans 

("échantillon est: p= ~ _ ~)~ _ ~) ••• (_ n~ 1) . 

Connaissant les nombres entiers m et n tels que m ~ n > l , ce programme 
calcule la probabilité P. 

Remarque: 

Le temps d'exécution de ce programme dépend de n; plus n est grand, 
plus le temps de calcul est long. 

Référence: 

E. Parzen. Modem ProbabililY Theory and ilS Applicalions, John Wiley 
and Sons 1960 , 

1 LIGNE 1 COOE: T~ 
AFFICHAGE 

TOUCHE REGISTRES 
LIGNE CODE 

00. 25. 00 a Ro Ulilisé 

01 33 STO 26. -06 GT006 R, m 

02. 02 2 27. 34 RCl Rl Utilisé 

03. 01 .1 26. 00 a R, 

04. 33 STO 29. 00 GTOOO R, 
05. 00 0 30. R, 

06. 3' RCl 31 . R. 
07 . 01 1 32. R, 
06. 34 RCl 33. R 

09. 02 2 34. R, 
10. 01 1 35. R .. 
11. 51 - 36. R. , 
12. 33 STO 37. R., 

13. 02 2 36. R .. 
14. on 0 39. R" 
15. 32 q 40. R .. 
16. -27 x' v 27 41 . R •• 
17. 23 RI 42. R., 
16. 22 x<'v 43. R" 
19. 81 ;- 44. R" 
20. 01 1 45. 

21. 22 x<'v 46. 

22 5 47. 

23. 33 STO 46. 

24. 71 x 49. 

~ 

~ 

~-

I!: 

~ 

~ 

~ 

~ 

~-, 

~! 
~! 
~! 
~~ 

1 

IS-' • 
~J 

1 IS-- , • 
_ 1 

:1: . 
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Exemple: 

Dans une pièce contenant fi personnes, quelle est la probabilité pour que 
pas plus d'une personne d'un échantillon de n personnes ait le même 
anniversaire? 

m=365 n = 4,23,48 

P = 0.98 
P = 0.49 

1. n = 4, 
2. n = 23, 
3. n = 48. P = 0.04 

NO INSTRUCTIONS 

1 Inuodulre le programme 

2 Introdulle m 

3 Introdu", n 

r-;- Pour un' autre valeur de n. 
aUer en 3 

5 POUl un nouveau cas. aller en 2 

DONNÉES TOUCHES RÉSULTATS 

c=Jc=Jc=Jc=J 
m ~~~c=J 
" QDc=Jc=Jc=J p 

c=Jc=Jc=Jc=J 
c=Jc=Jc=Jc=J 
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FONCTION GAMMA 

Ce programme approxime la valeur de la fonction gamma r(x) pour 
1 « x < 70. 

r(x) 

a 2 3 4 

2. Pour 1 ~ x ~ 2, l'approximation polynomiale peut être utilisée. 

r(x) '" 1 + b l (x - 1) + b, (x - 1)' + ... + b, (x - 1)' 

où: b1 ~ -0.577191652 

b3 ~ -0.897056937 
bs ~ - 0.756704078 
b7 ~ - 0.193527818 

Remarque: 

b2~ 0.988205891 

b4 ~ 0.918206857 
b6 ~ 0.482199394 
ba ~ 0.035868343 

Ce programme peut être utilisé pour calculer la fonction factorielle géné­
ralisée x 1 pour 0 ~ x < 69. 

x!~qx+l) 

Référence: 

Abramowitz and Stegun, Handbook of Mathematical Funclions, National 
Bureau of Standards, 1968. 

, 

~! 
~ ! 
~ ! 
~ + 
~ ! 
~ 

~ I 

Fonction Gamma 15 

I~ OE 1 TOUCH~ 
AFFICHAGE 

TOUCHE REGISTRES 
I"GNE 1 CODE LIGNE CODE 

00. 25. 61 • Ra Utilisé 

0'. 0, --; 26. 7J , A, b l 

02 51 - 27. 34 RCl R 2 b l 

03. 31 f 28. O, 4 R l b l 

04. -Og ' ';vOg 29. 61 • R 4 b4 

05. 33 STO JO. 7J , R ~ b 5 

OB. 7J , 3'. 34 RCl R 6 b", 

07. 00 a 32. 03 3 R 7 b 7 

08. -0' GTO al 33. 61 • R. b 
09. 41 t 34. 7J , R, 

'0. 41 t 35. 34 RCl R., 
11. ., t 36. 02 2 R., 

12. " RCI 37. 61 + R" 

'3. 08 8 38. 71 , Ru 

'4. 7J , 39. 3' RCl R •• 

'5. 3' RCl 40. ot 1 R •• 

'6. 0, 7 4t. 6' + R •• 

17. 6' + 42. 7J , R., 

'8. 7J , 43. 0' 1 R •• 

'9. 3' RCl 44. 61 + R .. 

20. 06 6 45. 3. RCl 
21 . 6t + 46. 00 0 
22. 7J , 47. 7J , 
23. 3' RCl 48. -00 GTQOO 

24. 05 S 49. 

Exemples: 

1. r(5.25) = 35.21 

2. 7' = r(8) = 5040.00 

3. 2.34! = r (3.34) = 2.80 

NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

1 Introduire le programme c::::::::::J c::::::::::J c::::::::::J c::::::::::J 
2 Mettre en mémoire b, ~ c::::Q c::::::::::J c::::::::::J les constanles 

b, ~ c::IJ c::::::::::J c::::::::::J 
b, ~ c::IJ c::::::::::J c::::::::::J 
b. ~ ~ c::::::::::J c::::::::::J 
b, ~ ~ c::::::::::J c::::::::::J 
b. G.!QJ ~ c::::::::::J c::::::::::J 
b, G.!QJ cz:::J c::::::::::J c::::::::::J 
b. G.!QJ c::::u CE] c::::::::::J 

3 In itialiser et introdulre)( 1 ~ [TI c::::::::::J c::::::::::J 
, Q!O c::::::::::J c::::::::::J c::::::::::J n~) 

4 Pour un nouveau cas, aller en 3 1 c::::::::::J c::::::::::J c::::::::::J 



16 Fonction Gamma incomplète 

FONCTION GAMMA INCOMPLÈTE 

où a > O. x > O. 

'Y (a, x) = 1 x e- I 1'-1 dt 
o 

" x" =xae - x ~ ------~-----
"=0 a(a + 1) ... (a + n) 

Ce programme calcule les sommes partielles successi\'es de cette sene. 
Lorsque deux sommes partielles consécutives sont égales, le programme 
s'arrête et la dernière va leur trouvée, considérée comme étant la somme de 
la série. apparaît à l'affichage. 

Remarque: 

Lorsque x est très grand, le calcul d ' un nouveau terme de la série peut 
entraîner un dépassement de capacité. Dans ce cas, l'affichage n'indique 
que des 9 et le programme s'arrête. 

Référence: 

Abramowitz and Stegun, Handbook of Mathematical Flinctions, National 
Bureau of Standards, 1968. 

~ 
• 
1 
• - 1 

~i 
I!';" 

1 
" 1 

é" 
E~ 
~! 
~! 
~! 
~! 
~! 
~t 
~! 
~! 
~! 
+ 
1 
1 

J 
:r 

1 
1 

1 
r 

1 , 

1 
1 

rll:~ 
01. 33 

'02. 00 0 

03. 22 ,''-v 
04. 33 STO 

05. 01 1 

06. 12 v' 
07 34 RCL 

08. 01 1 

09. 81 " 
10. 33 STO 

11. 02 2 

'2 . 34 RCL 
13. 00 0 

14. 34 RCL 
15. 01 1 

16. 01 1 
17. 61 + 
1 • . 33 STO 
19. 01 1 

-'20. '81 " 21 . 34 RCI 
22. 02 2 
23. 71 • 
24, 33 S"O 

Exemple: 

1. y(I , 2) = 0.86 

2. y(I.O. I) = O.IO 

NO INSTRUCTIONS 

1 Inlroduire le programme 

2 Introduire a et x 

f-- f--
3 Pour un nouveau cas, a ller en 2 

Fonction Gamma incomplète 17 

AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 02 2 R, ' 
26. 61 + R , Utitlsé 

27. 32 , R 2 UtÎIÎsé 

2 •. - 30 x"v 30 R, 
2 • . - 12 GTO 12 R. 
30. 34 RCL R. 
31. 00 0 R, 
32. 32 , R, 
33. 22 " R, 
34. 81 " R, 
35. -00 GTQOO R., 
36. R., 
37. R., 
38. Ru 
39. R .. 
40. R .. 
41 . R •• 
42 . R., 
43. R., 
44. R" 
45. 

46. 

47. 

48. 

49. 

DONNEES TOU C HES RESULTATS 

c=:Jc=:Jc=:Jc=:J 
• o:::Jc=:Jc=:Jc=:J 
• ~~c=:Jc=:J .,,18, x) 

c=:Jc=:Jc=:Jc=:J 



18 Fonction d'erreur et fonction d'erreur complémentaire 

FONCTION D'ERREUR ET 
FONCTION D'ERREUR COMPLÉMENTAIRE 

Fonction d'erreurerfx ::::_2_f x e- t1 dt 
";;0 

Fonction d'erreur complémentaire 

erfcx=l-erfx 

où x>O. 

Ce programme calcule les sommes partielles successives de cette sene. 
Lorsque deux sommes partielles consécutives sont égales, le programme 
s'arrête et la dernière valeur trouvée, considérée comme étant la valeur 
de la série, apparaît à l'affichage. 

Remarques: 

l. Lorsque x est très grand, le calcul d' un nouveau terme de la série peut 
entraîner un dépassement de capacité. Dans ce cas, l'affichage n'indique 
que des 9 et le programme s'arrête. 

2. Le temps de calcul de ce programme dépend de la valeur de x; plus 
la valeur de x est grande, plus le temps de calcul est long. 

Référence : 

Handbook of Marhemaricat Funcrions, Abramowitz and Stegun, National 
Bureau of Standards, 1968. 
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AFFICHAGE 
TOUCHE 

LIGNE 1 CODE 

00. 

01. 33 STG 

02. DO 0 

03. 41 t 

04. 71 x 

05. 02 2 

06. 71 x 

07. 33 STG 

08. 01 1 

09. 01 1 

la. 33 STO 

11. 02 2 

12. 34 RCl 
13. 00 a 
14. 34 RCl 
15. 01 1 

16. 34 RCl 
17. 02 2 

18. 02 2 

19. 61 + 

20. 33 STa 

21 . 02 2 
22. 81 
23. 34 RCl 
24. DO 0 

Exemple: 

erf (1.34) = 0.94 

erfe (1.34) = 0.06 

NO INSTRUCTIONS 

1 1 ntrodUIrf:! le programme 

2 Calcul de erf" et de erfc" 

3 Pour un nouveau cas. aller en 2 

AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 71 x Ra Utilisé 

26. 33 STO R, 2x2 

27. DO 0 R 2 Utilisé 

28 . 61 + R, 
29. 32 9 R. 
3(). -32 x""y 32 R, 
31. - 14 GTO 14 R, 
32. 02 2 R, 
33. 71 x R, 
34. 31 f R, 
35. 83 • R~ 

36. 31 f R. , 
37. 42 '" R., 
38. 34 RCl Ru 
39. 01 1 R .. 
40. 02 2 R., 
41. 81 R., 
42. 32 9 R., 
43. 22 " R .. 
44. 71 x R .. 
45. 81 

46. 84 RIS 
47. 01 1 
48. 22 x~y 

49. 51 

DONNÉES TOUCHES RÉSULTATS 

c=:Jc=:Jc=:Jc=:J 
• ~~c=:Jc=:J ,rl • 

~c=:Jc=:Jc=:J erfe x 

c=:Jc=:Jc=:Jc=:J 



20 Générateur de nombres aléatoires 

GÉNÉRATEUR DE NOMBRES ALÉATOIRES 

Ce programme calcule des nombres aléatoires Uj uniformément distribués 
tels que: 

o ~ U j ~ 1 

à l'aide de la formule suivante: 

Ui = partie fractionnaire de [( rr + ui_il5]. 

L'utilisateur devra choisir le nombre initial Uo tel que: 

O~uo ~ l . 

AFFICHAGE 1 1 AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

LIGNE 1 CODE 1 LIGNE CODE 

00. 25. 23 RI R OUi 

01 . 33 STO 26. 33 STO R, 
02. 00 a 27. 00 a R, 
03. 84 RIS 28. -{J3 GTQ03 R, 
04. 31 1 29. 51 - R. 
05. 83 • 30 . - 26 GTO 26 R, 
06. 34 RCl 31. R, 
07 . 00 a 32. R, 
OB. 61 + 33. R, 
09. 05 5 34. ". 
10. 

" 
y' 35. R., 

11. 41 1 36. R., 
12. 41 t 37. R" 
13. 43 EEX 38. R" 
14. 09 9 39. R .. 
15. 61 + 40. R .. 
16. 43 EEX 41. R., 
17. 09 9 42. R" 
18. 51 - 43. R" 
19. 01 1 44. R .. 
20. 51 - 45. 
21 . 51 - 46. 
22. 01 1 47 . 
23. 3 1 f 48. 
24. -29 x';;;v 29 49. 

, 
-1 
~ i 
~ i 

1 

~) , 
1 
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~ I 
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~ l 
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~, 
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Exemple: 

Nombres aléatoires uniformément distribués generes par le programme 
(uo = O): 0.02, 0.73, 0.70, 0.31 , 0.58, 0.85, 0.86, 0.43 , 0.33, 0.60, 0.67, 
0.93.0.22, 0.32.0.45, 0.50, ... 

NO INSTRUCTIONS DONNtES TOUCHES RtSUlTATS 

1 Introduire le pl'ogramme c:=:Jc:=:Jc:=:Jc:=:J 
2 Introduire Uo .... 65T Rr.; .... 
3 Effectuer 3 pour t • 1. 2. 3 .... ~ "1 

• Pou. un nouveau cas. aUerlln 2 



22 Moyenne arithmétique, écart type, erreur moyenne (données groupées) 

MOYENNE ARITHMÉTIQUE, ÉCART TYPE, 
ERREUR MOYENNE (DONNÉES GROUPÉES) 

Si l'on se donne une su ite de valeurs 

affectées des fréquences respectives 

le programme effectue les calculs statistiques suivants: 

, " Efixj 
Moyenne af1thmetlquex=~ , 

Ecart type s; 

Erreur moyenne sx 

~fixi2- (~fi)X2 

Ui-I 
~ 

E: 

~ 

~ï 

~! 
~! 
~! 

1 , 
1 , 

~J 
1 
1 

-1 r 
1 

Moyenne arithmétique, écart type, erreur moyenne (données groupées) 23 

~ I"GNE_~ 
TOUCHE REGISTRES 

2>. "" RCl R, ri; 
26. 00 0 R, 

02. 61 +- ~ ~ ~ R, 
03. 00 0 ~ -"'- · R, 

04. 22 ,<'v 29. 00 0 R. 

O~ --'-'- ~ 30. 34 RCl R. 
06. ~ --'- 2!:... -"'- · R. 
07. 34 lAST X ~ ~ ~ R, 
08. 22 ,<'v 33. 33 STO R, 

09-,- -"- ~ 34. 83 · R, 
10. ~ --'- ~ 02 2. R.o n, ri, 
11. 3' lAST X ~ ~ --'- R., EI;x, 

12. 11 ~+ 37. 3l 
, Ru E1I,x,)l,1:I,x;1 

13. -00 GTO 00 38. 84 RIS Ru EI,x,l 

~ --"- ~ ~ ..E.. ..!. R •• E(liXi1 )2 

15. 34 RCl ~ ..E.. -'- R .. EI,2 Xi) 

16. 83 . 41 . 84 RIS R.6 0 

17. 00 0 42. 34 RCl Ru 0 

--'-"' --"'- --'- ~ ~ ....<è R .. 0 
19. 51 - ~ ~ --'- Rri 0 
20. 33 STO 45. 42 .,j, 
21. 83 46. ...!!.!. ....:':. 
~ --""- ~ ~ ~ --""'-""-

23. 23 Ri 48. 

24. -01 GTOOl 49. 

Exemple: 
X; 7.92 

xi 

1 ~ 3.4 7 II 23 3.41 s ; 7.52 
fi 3 4 2 3 

Si; 1.77 

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS 

1 InHodu". 1. pl'og'lImme ~~~~ 
2 Initia liser c:::::LJ~ C§:]o:::::J 

~~~~ 0.00 

3 Effectue. 3 POu' i · 1, 2, .0 " f .JI JI 
I, RIS ~~ 1 

3' ro'c~~~~ae ~o~j,ee " f JL JL 
1. ~~G:::J~ 

4 Calcul de i', 5 el ~ ~c::2::Jc:=D~ , 
~~~~ • 
~~~~ .. 

5 Pou. un nOuveau cas. aller en 2 ~~C=:::JC=:::J 



24 Moyenne géométrique 

MOYENNE GÉOMÉTRIQUE 

Soit une suite de n nombres positifs 1 al, a2, ... , anl; la moyenne 
géométrique est définie par: 

i~~' i TOUCHE 1 

. 01. 1 

02. 33 STa 

03. 01 1 

04. 00 a 
05. 33 STa 

06. 00 0 

07. 8' RIS 

08. 3' RCl 
09. 01 1 

10. 71 , 
11. 33 STa 

12. 01 1 

13. 34 RCl 
14. 00 0 

15. 01 1 

Exemple: 

1 

G ~ (a" ab"" aJn 

AFFICHAGE 
TOUCHE 

LIGNE CODE 

25 . 12 v' 
26. - 00 GTQ 00 

27. 33 STO 

28. 81 

29. 01 1 

30. 34 RCl 
31. 00 0 

32. 01 1 

33. 51 -
34. 33 STa 

35. 00 a 
36. -07 GTQ 07 

37. 

38. 

39. 

40. 

REGISTRES 

R," 
R , Il a, 

R, 
R, 
R, 
R, 
R, 
R, 
R, 
R, 

R~ 

R., 

R., 
R., 

R~ 

R" 

La suite des nombres 12, 3.4, 3.41, 7, Il, 231 a une moyenne géométrique 
G ~ 5.87. 

NO INSTRUCTIONS DONNÉES TOUCHES RESULTATS 

1 Introduire le programme c=Jc=Jc=Jc=J 
2 Initia liser ~~c=J 0.00 

3 Eflectuer 3 pou r i - 1, 2, ." n " RIS Jl Jl i 

:t Effacer la donnée incorrecte ak 0, GTO~~~ RIS , Calcul de la moyenne G ~CD~~ G 

5 Pour un nouveau cas. aller en 2 c=Jc=Jc=Jc=J 
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Moyenne harmonique 25 

MOYENNE HARMONIQUE 

Soit une suite de n nombres positifs 1 a" a2, ... , anl; la moyenne 
harmonique est définie par: 

H n 
1 1 1 -+-+ ... +-

" a, 

'~ 
AFFICHAGE 

TOUCHE REGISTRES 

ILlG-"-"-~ LIGNE CODE 

00. 25. -<Xl GTO 00 R, " 
01. 00 0 26. 13 11, R, 1:1/a' 

02. 33 STO 27. 33 STa R, 

~ ~ 0 28. 51 - R, 
04. 33 STO 29. 01 1 R. 
05. 01 1 30. 34 RCl R, 
06. 84 RIS 31. 00 0 R, 

~ -"- ~ 32. 01 1 R, 
08. 34 RCl 33. 51 - R, 
09. 01 1 34. 33 STa R, 
la. 6' + 35. 00 0 R~ 

-'-"- ~ ~ 36. 06 GTO 06 R., 
12. 01 1 37. R., 
13. 34 RCl 38. R .. 
14. 00 0 39. R .. 

--"'- ~ -'- 40. R .. 
16. 61 + 41. R., 
17. 33 STa 42. R" 
18. 00 0 43. R .. 

--""- ~ ~ 44. R., 
20. 34 RCl 45. 

21. 00 0 46. 

22. 34 RCl 47. 

~ ~ _, 48. 
24. 81 ;- 49. 

Exemple: 

La suite des nombres (2, 3.4, 3.41, 7, Il , 23) a une moyenne harmo­
nique H ~ 4.40. 

NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

1 Introduire le programme c=Jc=Jc=Jc=J , Initialiser BST ~c=J 0.00 

3 Effectuer 3 pour i ~ 1. 2. .. , n 0, RIS -.JI c=J , 
3' Elface. la donnée incorrecte ak " GTO , 1\ 6 RIS 
, Ca lcul de la moyenne H [§:::Jc:::D~~ H 

5 Pour un nouveau cas. c=Jc=Jc=Jc=J aller en 2 
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26 Moyenne généralisée 

MOYENNE GÉNÉRALISÉE 

Soit une suite de n nombres positifs 1 ab az' ...• anl; la moyenne 
généralisée est définie par: 

(
l n ) + 

M(t) = ~ E ak' 
k = 1 

où t est n' importe quel nombre. 

Remarques : 

1. Si t = l , la moyenne généralisée M (1) est égale à la moyenne arithmé­
tique. 

2. Si t = - l, la moyenne généralisée M (- 1) est égale à la moyenne 
harmonique. 

1 TOUCHE REGISTRES ~~I TOUCHE 1 LIGNE CODE 

25. 34 RCl R n 

01 . 00 0 26. 01 1 R 1:a t 

02. 33 STO 27. 34 RCl R , t 

03. 00 0 28. 00 0 R , 

04. . 33 STO 29. 81 + R. 

05, 01 1 JO. 34 RCl R , 

06. 84 RIS 31. 02 2 R . 
07. 33 STO 32. 13 'j. R , 

08. 02 2 33. 12 y' R 

09. 84 RIS 34. -00 GTOOO R . 
10. 34 RCl 35. 34 RCl R~ 

11. 02 2 36. 02 2 R" 
12. 12 y' 37. 12 y' R. , 

-'3. 34 RCl 38. 33 sm Ru 

14. 01 1 39. 51 R .. 

15. 61 + 40. 01 1 R , 

16. 33 STO 41 . 34 RCl R •• 

-,-,". 01 1 42. 00 0 R., 

18. 34 RCl 43. 01 1 RM 

19. 00 0 44. 51 R .. 

20. 01 1 45. 33 STO 
21 61 + 46. 00 0 
22. 33 STO 47. -œ GT009 
23. 00 0 48. 
24. - 09 GT009 49. 

1 

+ 

-

Moyenne généralisée 27 

Exemple: 

La suite des nombres 12,3.4,3.4 1, 7, Il , 23} a une moyenne généralisée 
M(2) = II .OO. 

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS 

1 Introduire le programme c:=:Jc:=:J c:=:Jc:=:J 
2 Inrtlaliser ~~c:=:Jc:=:J 0.00 

J IntrodUIre t 
, ~c:=:Jc:=:Jc:=:J , 

, EHeCluer 3 pou, j- l . 2, • n '; RIS JL JL JI 1 

" EHacer la donnée incoHeCle 'k .. GTO J~I ~ Il RIS 

5 Calcul de la moyenne M(I) C§:]c:::::o~~ M {t) 

• POUl un nouveau cas, aller en 2 c:=:J c:=:J c:=:Jc:=:J 



28 Moyenne mobile 

MOYENNE MOBILE 

Connaissant un ensemblé de nombres {x" x" x.J' ... }, ce programme 
calcule la moyenne mobile d'ordre n (n peut prendre les va leurs 2, 3, ... ,9) 
donnée par la séquence des moyennes arithmétiques suivantes: 

XI + Xl + ... + Xn Xl + Xl + ... + Xn + 1 Xl + X4 + ... + Xn +2 

n n n 

Les numérateurs sont les totaux mobiles d'ordre n. 

Remarque: 

Le programme calcule le total et la moyenne des n premiers nombres. 
Ensuite, Xn TI est ajouté et XI retranché du total. La nouvelle moyenne 
est ca lèulée. Le procédé est utilisé jusqu'à ce que toutes les réponses ~ 
soient trouvées. Ce programme est écrit de telle manière que la valeur que 
l'on a besoin d'enlever est stockée dans le registre Rn (où n est l'ordre). ~ 
Dans l'exemple suivant, l'ordre est 6; c'est donc le registre R6 qui contient 
cette va leur. 

AFFICHAGE AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

LIGNE CODE LIGNE CODE 

()() . 25. 03 3 R, Uti lisé 

01 . 33 STO 26. 33 STO R, Utilisé 
02. 83 27. 04 4 R, Utilisé 

03. 06 6 28. 34 RCl R, Utilisé 

04. ·34 Rel 29. 02 2 R, Utilisé 
05. 08 8 30. 33 STC R, Utilisé 

ne. 33 STO 31. 03 3 R. Utilisé 
07. 09 9 32. 34 Rel R, Utilisé 
OB. 34 RCl 33. 01 1 R. Utilisé 

09. 07 7 34. 33 STO R. Utilisé 
la. 33 STO 35. 02 2 R., Utilisé 
11 . 08 8 36. 34 Re l R" Utilisé 

12. 34 Rel 37. 00 0 R" Utilisé 
13. 06 6 38. 33 STO R" UtIliSé 

14. 33 STO 39. 01 1 R~ Utilisé 

15. 07 7 40. 34 Rel R" Utilisé 
16. 34 RCl 41 . 83 R,. Utilisé 
17. 05 5 42. 06 6 R" a 
18. 33 STO 43. 33 STO R •• a 
19. 06 S 44 . 00 a R.e 0 

20. l< Rel 45. 11 ~, 

21 . 04 4 46. -00 GTOOO 
22. 33 STQ 47 . 
23. 05 5 48. 

24. 34 Re l 49. 

Moyenne mobile 29 

Exemple: 

Pour l'ensemble suivant de données 1105, 121 , 124, 97, 86, 134, lOS, 
81, 127. 132. 114. 121} les moyennes d'ordre 6 sont 111.1 7, 111.1 7, 
104.50, 105.00. 110.83, 11 5.50, 113.33. 

Les totaux mobiles d'ordre 6 sont 667.00, 667.00, 627.00, 630.00, 
665.00. 693.00. 680.00. 

NO INSTRUCTIONS OONNl:ES TOUCHES Rl:SUlTATS 
1 1 rluodul.e le p.ogramme r::=Jr::=J r::=Jr::=J 
2 Inillaliser • ~C§:] 0.00 

3 Effectue. 3 pour i ,. 1. 2. ." " RIS J!, , 
4 Calcul de la moyenne mobile 

CQdAr::=J d'ordre n 
Moyenne 

5 (opllon) calcul du 10lal r::=Jr::=Jr::=Jr::=J 
mobile d'ordre n ~~r::=Jr::=J lot.t 

6 Introduire la valeur $Ulvente '. GU r::=Jr::=Jr::=J ",1 , Suppflmer une ancienne valeur ~r::=Jr::=Jr::=J 
". CQo=Jr::=Jr::=J " , Aller en 4 r::=J r::=Jr::=Jr::=J 

9 Pour un nouveau cas, aller en 2 r::=J r::=Jc:::::::=J r::=J 
r::=Jr::=Jr::=Jr::=J 
r::=Jr::=Jr::=Jr::=J 

• n peut être égale r::=J1 Il Jr::=J /1 2, 3 ". 9 
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30 Covariance et coeff icient de corrélat ion 

COVARIANCE ET COEFFICIENT DE CORRÉLATION 

Soit une suite de valeurs données 1 (x;, y;), i ~ 1, 2, ... , n i; la covariance 
et le coeffici ent de co rrélation sont dé fi ni s pa r : 

covariance Sxy =_ 1_ (~X;y; -J. ~X;~y;) 
n - 1 n 

ou sx y' =.;; (~X;y; -* ~X;~y) 
. .' ~y coeffiClent de correlatIOn r =-­

SxSy 

Sx et Sy étant l'écart type 

Remarque: 

-l ~ r:e;;;l 

s = x 

s = y 

~X; 2 - (~x;)2 /n 

n - 1 

~y;2 _ (~y;)' ln 
n - 1 

~ . , 
1 
• 
1 
• 
1 
• 
1 
". 1 · , 
J 

E 

~ 

~ï 

~! , 
I~ 
1 1 

1 , 

+ 
1 , , 
1 

T 
[ 
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~ [LIGNE COOE 
TOUCHE REGISTRES 

25. 33 STO R, 
01 . 9 26. B3 · R, 

02. 44 Cl·R 27 . 06 6 R, 
03. B4 RIS 28. B. R/S R, 
04. 34 RC l 29. 34 RC l R. 
05. B3 · JO. B3 · R, 
06. 05 5 31 00 0 R, 
07. 34 RCl 32 . Bl "' R, 
08. B3 · 33. 31 1 R, 
09. 0 1 1 34. 34 lAST X R, 
10. 3' RCl 35. 0 1 R.. n 

11. B3 · 36. 5 1 - R. , rx; 
12. 03 3 37. 71 x R .. r .2 x, 

13. 71 x 38. -00 GTOOO R., 1:Vi 

14. 3. RCl 39. 32 , R •• 1:Yi
l 

15. B3 · 40. 33 , R .. 1: XiY i 

16. 00 0 41 . 71 x R., '., 
17. Bl "' 42. 3' RC l R.r 0 
18. 51 - 43. B3 · R.a 0 
19. 34 RC l 44. 06 6 R'II 0 

20. B3 · 45. 22 x'" 

21 . 00 0 46. Bl "' 
22 . 0 1 1 47. -00 GTO 00 

23. 51 - 48. 

24. Bl "' 49. 

Exemple: Sxy = - 354.14 
y; 

1 

92 85 78 81 54 51 40 sxy' = - 303.55 
x; 26 30 44 50 62 68 74 r ~ - 0.96 

NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

1 Inllodlllre le progmmme c=Jc=Jc=Jc=J 
" Initialiser ~~c=Jc=J 0.00 

, Effectue, 3 pour 1 - 1. 2 .. , n " t Il Il c=J 
x, CE::Jc=Jc=Jc=J , 

" 
Effacer la donnée 

1 Il Il JI ~o,recte xk,. Vk, " - CD c:J::::::Jc=Jc=J x, 
4 Calcu l de la covariance s)(y ~c=Jc=Jc=J ~, 

(option) calcul de s)(V' ~c=Jc=Jc=J '" 
5 

Calcul du coeffiCIent 
de corrélallon r ~c::::I:JC:::::O~ , 

6 Pour un nouveau cas, aller en 2 c=Jc=Jc=Jc=J 
c=Jc=Jc=Jc=J 

• Remarque : si les sommes c=Jc=Jc=Jc=J 
-~ 

sont déjà stockées dans les c=Jc=Jc=Jc=J 
regIstres, sauter 2, 3 el 3 ' c=J1 Il Jc=J 
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MOMENTS, COEFFICIENTS D'ASYM ÉTRIE 
ET D'APLATISSEMENT 

Ce programme effectue les calculs statistiques suivants pour une suite de 
valeur {Xl , X2, ... , xnl: 

Moment d'ordre 1 

Moment d'ordre 2 

Moment d 'ordre 3 

Moment d'ordre 4 

Coefficient d'asymétrie 
fi, 

1', =---
m2 3/ 2 

Coefficient d'aplatissement 1', = ~ 
m,' 

Référence: 

Them'y and Problems of Statistics, M, R, Spiegel, Schaum's Outline, 
McGrawHill, 1961. 

• 
1 
• 
1 
• 
1 · , 
1 
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rua.E 1 CODE i T~ 1 LIGNE IcoOE 
TOUCHE REGISTRES 

00- 2S. 04 14 R, x 
-'01 71 1 x 2 •. 71 lx R, " 
02. 0' 1 3 27. 51 I- R, m 

03. 7 r x 2. 34 r RCl R, m 

04. 51 1 - ---,.- 83 1, R. m. 
05. 34 1 RCl 30. 04 14 R, 
o • . 01 1 31. 34 1 RCl R. 

07. 8 1 1" 32. 00 10 R, 
08. 34 r RCl 83. 32 l , R, 
09. 00 10 34. 42 r x' R, 

10. 03 1 3 35. 71 1 x R~ " 
11 12 1 v' 3 •. 06 r 6 R., :Ex·) 

" 02 1 2 37. " l , R.2 :Ex·4 

13. 71 1 x 38. 61 1. R.3 Ix· 
14. . , 1 • 39. 34 RCl R •• Ix· 2 

15 84 1 RIS 40. nI 1 R ~ I:x·3 

' ,6 34 RCI ~ --;; c R • 0 
17. 83 : ' 42. 34 RCI. R.7 0 
18. 02 . 2 43. no r n Re, a 
19 34 RCI 44. "" 4 R. n 
20. 00 0 4s: 12 r7 
21. 34 RCl 46. 03 13 
22 83 , 47. 71 x 
23. 05 5 -48: " 2. 7i x 49. - 00 1 GTO 00 
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Exemple: 

2 3 4 5 

3.5 4.2 6.5 4.1 

x=4.21,m, = 1.39, m, = 0.39,m4=5.49 

11 = 0.24, 12 = 2.84 

6 7 

3.6 5.3 

8 9 

3.7 4.9 

NO INSTRUCTIONS OONN~ES TOUCHES R~SULTATS 

1 Introduire le programme [=:J[=:J[=:J[=:J 
, Initialiser • ~~[=:J 0.00 

, Effectuer 3 pour i .. 1, 2, ""' n " c:::::!:::J f , Il t. i 

ci Effacer la donnée ,ncorrecte xI!; " f f Il , JI 1 

IT:J[=:J[=:J[=:J 
4 Calcul de la moyenne )( c:::::!:::Ju=J~~ 

u::::J[=:J[=:J[=:J i 

5 Calcul du momenl m 2 d"ordre 2 ~c::::Jc:;:::J~ 
c:::=Ju::::J~c:;:::J 
~~c::i::=J[ZJ 
c::J~u=J[=:J m, 

6 Calcul du moment ml d"ordre 3 ~c:::JC:::::U~ 
u::::J~c:::=Jc:;:::J 
~~c::::cJ[=:J m, 

7 Calcul du moment m. d"Oldre 4 ~~Q::J[=:J ... 
• (option) calcul de Y, " i2 ~c::::cJ~CCl 

c:::::!:::J c:::=J c:::::u [ZJ 
~[=:J[=:J[=:J 7. 

~Q::J~CCl 
c::i::=J[ZJ~[=:J " , Pour un nouveau cas. aller en 2 [=:J[=:J[=:J[=:J 

• 
1 

li! " 
1 
• 1 

1 t:: • 1 

~ l 

1 
1 

+ 
1 
1 

1 
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1 
1 

1 
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_ 1 
1 

~! 
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ERREUR MOYENNE POUR UNE RÉGRESSION 
LINÉAIRE 

Soit y = aO + a1 x la droite ajustée, obtenue par la méthode des moindres 
carrés, pour un ensemble de points donnés {(Xi, Yi). i = l, 2 ..... ni et 
SI la valeur estimée sur cette droite pour une valeur de x donnée. 

Le programme calcule: 

1. L "erreur moyenne relative à la valeur y correspondant à x 

Sy.x = 
I:(yi - Yi)' 

n-2 

l:Yi
1 

- ao ~Yi - al ~XiYi 
n-2 

2. L"erreur moyenne relative au coefficient de régression ao 

So = Sy.x 

3. L'erreur moyenne relative au coefficient de régression 31 

Sy. x 

s, = -r==~~:; 

Remarque: 

j , (I:x;)' 
I: Xi - --'----'''--­

n 

n est un entier positif supérieur à 2. 

Référence: 

Draper and Smilh, Applied Regression Ana/ysis, John Wiley and Sons, 1966. 
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AFFICHAGE 1 J AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

LIGNE 1 CODE 1 LIGNE CODe 

00. 25. 32 9 R, '0 
01. 71 , 26. 42 " R, " 02. 51 - 27. 34 RCl R, 
03. 34 RCl 28. 83 R, 
04. 83 29. 00 0 R. 
05. 05 5 30. 81 R, 
06. 34 RCl 31. 51 - R. 
07 . 01 1 32. 31 f R, 
OB. 71 , 33. 42 '" R. 
09. 51 - 34. 81 R. 
10. 34 RCl 35. 34 RCl R.o n 

" . 83 36. 83 R .. !" 
12. 00 0 37. 02 2 R. , 1;)(2 

13. 02 2 38. 34 RCl Ru !y 
14. 51 - 39. 83 R .. l:v,l 

'5. 81 + 40. 00 0 R .. l;xy, 

'6. 31 f 4' . 8 1 R •• 0 
17. 42 '" 42. 31 f R., 0 

'8. 84 RIS 43. 42 '" R •• 0 
19. 34 RCl 44. 22 x;:." R .. 0 
20. 83 45. 71 , 
21. 02 2 46. 84 RIS 
22. 34 RC l 47. 31 1 
23. 83 48. 34 LAST X 
24. 01 1 49. 00 GTODO 

-
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Exemple: 

Yi 92 85 78 81 54 51 40 

xi 26 30 44 50 62 68 74 

aD = 121.04 
al =-1.03 

L'équation de la droite de régression est y ~ 121.04-1.03 x 

SV'X ~ 6.34 
s~ ~ 7.47 
s, ~ 0.14 

NO INSTRUCTIONS DONNEES TOU C HES 

1 InlrodUire le programme C:=JC:=JC:=JC:=J 1----
~C:=JI " Inll;aliser , 

3 Effectuer 3 pour i = 1. 2. __ . n " 1 Il Il 

" ~C:=JC:=JC:=J 
:i r;;~~;~~~ae ~~~~ée " 1 Il Il Il 

" c:::::!:::J ~C:=JC:=J 
4 Calcul de 80>- a, c:::::!:::J~CE2:Ju:=J 

~CE2:JC2::JC:=J 
5 Calcul de réean type ~c=J~~ 

CQ~c:::Jo:=J 
~~C:=JC:=J 
~C:=JC:=Jc=:J 
~c=:JC:=Jc=:J 

6 POUl un nou~eau cas. aller en 2 c=:Jc=:JC:=Jc=:J 
C:=Jc=:JC:=Jc=:J 

. Remarque $ 1 les sommes c=:Jc=:JC:=Jc=:J 
sont déjà $tOckèes dans les c=:JC:=JC:=Jc=:J 
'~Ist.es, saUI!! 2, 3 et 3' c=:Jc=:JC:=Jc=:J 

RESULTATS 

0.00 

1 

.. 
" 

'n 

-
" 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 
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COEFFICIENT DE CORRÉLATION PARTIELLE 

Le coefficient de corrélation partielle détermine les corrélations relatives 
de deux variables quelconques lorsque toutes les autres sont supposées 
constantes. 

Par exemple, dans le cas de 3 variables X" X2, Xl, le coefficient de 
corrélation partielle entre Xl et X2 pour X 3 donné est: 

où les rij sont les coefficients de corrélation de Xi et Xj. 

De même, dans le cas de quatre variables, le coefficient de corrélation 
partiel entre XI et X, pour Xl et X4 donné est: 

-;===[I='='=4=-~r=I=3="==['=3="~ rI2'34= 

v'(I - [13"') (I - ['3"') 

Tout coefficient de corrélation partiel peut être calculé au moyen de ces 
formules (en utilisant ce programme), si les coefficients de corrélation 
r12, rn, f23, ... sont donnés. 

Remarque: 

Ce programme calcule r13'2, r23 '1 à l'aide de formules similaires. 

Référence: 

S. Wilks, Mathematical Statistics, John Wiley and Sons, 1962. 
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AFFICHAGE 1 TOUCHE TOUCHE REGISTRES 

1 LlGNTOOE ~ ~ ILIGNE 1 COOE 

-25 51 1 - R o fll,rIJ, rlJ 

li1 33 26. 22 l ,"v RI rll, flJ,rll 

02. 02 2 27 ',,, 1+ R 2 r13,rll,fI3 

. 03. 32 1 9 2B. R4 rR!S R, 
-04. 42 l " 29. 34 1 RCl R, 

05. - 01 1 JO. 01 Il R, 

06. 51 - 31 3. 1 RCl R. 
07. 22 ,''v 32 02 r2 R, 

08. 33 1 sTO 33. 34 1 RCl R. 

09. 01 1 34 00 1 a R, 

10. 32 l , as r::o, 1 GTaO' R.o 
11. 42 " 36 Ho, 

12. 01 1 37 Ru 
-i3. 51 - 38 Ru 

14. 71 , "9 R .. 

15. 31 f 40. R .. 
16. 42 I v" 41 R •• 
H. 22 ,''v 42. R., 

18. 33 1 STO 4i R •• 
19. 00 1 a 44. R .. 

20. 34 RCl 45. 

21 01 1 46. 

22. 34 RCl 47 
23. 02 2 48. 

24. 71 , 49 

Exemple: 

Si l'on a r'2 ~ - 0.96, r13~-O.I, r2l~0.12, les coefficients de corrélation 
partiels sont: 

rl2-J ~ - 0.96 
[13·2 ~ 0.05 
r23·1 ~0.09 

NO INSTRUCTIONS 

1 Introduirll le programme 

2 Introduire les données -

calcul des coeHicients 

de corré lat ion 

3 Pout un nouveau cas, allel en 2 

DONNÉES TOUCHES RÉSULTATS 

[:::=J [:::=J [:::=J [:::=J 
[:::=J [:::=J [:::=J [:::=J 

'" o:::J [:::=J [:::=J [:::=J 

'" o:::J [:::=J [:::=J [:::=J 
'u ~~[:::=J[:::=J '12 .) 

~[:::=J[:::=J[:::=J (1).' 

~ [:::=J[:::=J[:::=J ").] 

[:::=J [:::=J [:::=J [:::=J 



40 Variable centrée réduite et score centre réduit 

VARIABLE CENTRÉE RÉDUITE 
ET SCORE CENTRE RÉDUIT 

Connaissant un ensemble de données {X}. Xz, ... , xnl, ce programme 
calcule l'ensemble des {Yb y" ... , Ynl définis par 

Xi -x 
Yi= --­

S 
avec i = l, 2, ... , n 

où X et s représentent respectivement la moyenne de l'échantillon, et 
l'écart type relatif à l'ensemble {Xb x2,"" xnl· L'ensemble {Yb Y2, "', Ynl 

a pour moyenne zéro et pour écart type l. 

Ce programme peut aussi transformer les Yi en Zi de manière à ce que 
l'ensemble {Zb Zb ... , Zn 1 ait pour moyenne ft et pour écart type 8 
(ft et 8 étant donnés) 

avec i = l , 2, ... , n 

~ 1 LIGNE CODE 
TOUCHE REGISTRES 

25. R. " 
26. R, a 

02. 02 2 27. R, x 

03. 51 - 28. R, ' 
04. 34 RCl 29. R. 
05. 03 3 30. R, 
06. BI ;- 31. R, 
07. B4 RIS 32. R, 
08. 34 RCl 33. R, 
09. 01 1 34. R, 
10. 71 x 35. R~ " 
11. 34 RCl 36. R., Ex ; 

12. 00 0 37. R .. EXi2 

13, 61 + 38. R., Utilisé 

14. -00 GTO 00 39. R •• Utilisé 

15. 31 f 40. Rd Utilisé 

16. 33 i 41. R.a 0 
17. 33 STO 42. R., 0 

18. 02 2 43. R.a 0 

19. 32 9 44. R., 0 

20. 33 , 45. 
21. _33 STO 46. 
22. 03 3 47. 
23. -00 GTO 00 48. 

24. 49. 

~ 

~ 

~ [ 

1 I!: I 

~ ! 
~ + 
~ ! 
I!!! 
~! 
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~! 
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Exemple: 

Il = 75, a= 10, s = 10.54 

2 3 4 5 6 7 8 9 10 II 

Xi 57 62 73 48 78 54 59 75 67 81 66 

Yi - 0.80 -0.33 0.72 -1.66 1.19 -1.09 -0.61 0.91 0.15 1.48 0.05 

zi 66.98 71.72 82.16 5B.44 86.90 64.13 68.8B 84.06 76.47 89.75 75.52 

NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

1 Introduire le plogramme c:=Jc:=Jc:=Jc:=J r--
~~c:=Jc:=J 0.00 2 Initialiser 

3 Introduire Il. a pour aVO ir 21 " ~COc:=Jc:=J 
, STa r==;== r== 

, Effectuer 4 paur i ~ 1. 2 ..... n XI ,. , 

" Efface. la donnée incorrecte xk x, f 

~ 
5 Calcule! mise en mémoire de lC. s GTa 1 5 RIS , 
6 Effectuer 6 pau. i ~ 1. 2 ..... n XI 6ST RIS y; 

(option) calcul de li RIS Il Il Il '1 

7 Pour un nouveau cas. a ller en 2 c:=Jc:=Jc:=Jc:=J 
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DISTRIBUTION NORMALE 

Une distribution normale type est représentée par la fonction: 

1 _~ 
f(x)=-- e 2 

y'2ir 

la surface de droite éta nt 1 f - t' 
Q(x) = -- e-2 dt. 

y'2ir x 

f(x) 

o x 

Pour x ;;. 0, le programme calcule Q (x) par la formule d'approximation 
polynomiale: 

Q(x) = f(x) (b, t + b, t' + b, t' + b4 t4 + bs t') + E(X) 

avec IE(x)1 < 7.5 X 10- 8 

1 
--:-,----- , r = 0.2316419 

1 + rx 

b, = .3 1938153, b, = -.356563782 

b, = 1.781477937, b4 = -1.821255978 

b, = 1.330274429 

Remarque: 

Dans ce programme, x doit être;;' o. Les équations f( -x) = f(x), 
Q( - x) = I- Q(x) avec x ;;.0, peuvent être utilisêes pour calculer f et Q 

Référence: 

Handbook of Mathematical Functions, Abramowitz and Stegun, National 
Bureau of Standards, 1968. 
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1 
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• 
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~ U",",-~ 

01. x 
02. 02 

03. 81 

04. 42 

05. 32 

06. 22 

07. 31 

08. 83 

09. 02 

la. 71 

11. 31 
12. 42 
13. 81 

'4. 33 
15. 07 

16. 84 
17. 34 
18. 00 
19. 34 
20. 06 
21. 71 
22. 01 
23. 61 
24. 13 

Exemples: 

1. x = 1.18 
f(x) = 0.20 
Q(x)=0.12 

2 
7 

CHS 

9 

" 
f 

, 
2 

x 
f 

Y, 
7 

5TO 

7 

RIS 
RCl 
0 

RCl 
6 

x 
1 

+ 

'1. 

NO INSTRUCTIONS 

, Introduire le p rogramme 

2 M em e en mémoi re 
les constantes 

, Introduire x; ca lcul de 1 (x) 

4 Ca lcul de a (x) 

5 Pour un nouveau cas. aller en 3 
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1 

IUGNE CODE 
TOUCHE REGISTRES 

25. 41 t R, , 
26. 41 t R, b l 

27. 41 t R 2 b1 

28. 34 RCl R3 b:\ 

29. 05 5 R. b4 

30. 71 x R , b s 

31. 34 RCl R. x 
32. 04 4 R 7 f(x) 

33. 61 1 + R. 
34. 71 x R, 
35. 34 RCl R~ 

36. 03 1 3 R., 
37. 61 1 + R., 
38. 71 x Ru 
39. 34 RCl R •• 
40. 02 2 R •• 
41. 61 1 + R •• 
42. 71 x R., 

43. 34 RC l R •• 
44. 01 1 R., 

45. 61 + 

46. 71 x 
. 47 . 34 RC~ 

48. 07 7 
49. 71 x 

2. x = 2.28 
f(x) = 0.03 
Q(x) = O.OI 

DONNÉES TOUCHES 

[:=:J[:=:J [:=:J[:=:J 
, C§:]D::J [:=:J[:=:J 

b , C§:] r:::::::!:::J [:=:J [:=:J 

'" C§:]ŒJ[:=:J[:=:J 
b, C§:]ŒJ[:=:J[:=:J 

" C§:]~[:=:J[:=:J 
b, C§:][TI~[:=:J 
x CDC§:][TI~ 

~[:=:J[:=:J[:=:J 
J [:=:J[:=:J[:=:J 

RÉSULTATS 

f(x) 

Q(x) 
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BORNE INFÉRIEURE DE L'INTÉGRALE 
D'UNE DISTRIBUTION NORMALE 

Ce programme détermine la valeur de x telle que: 

" 
Q= _e __ dt J- -2 

x .,fiir 

avec Q donné tel que 0 < Q';;; 0.5. 

o x 

On utilise la formule d'approximation suivante: 

x=t 

Avec 1€(Q)1 < 4.5 x 10-4 

t= ;ÇT 
,j'" Q' 

Co + CI t + C2 t 2 

---=---------.:_~-- + €(Q) 
1 +d, t+d, t' +d, t' 

Co = 2.515517 d, = 1.432788 

c, = 0.802853 d, = 0.189269 

c, = Om0328 d, = 0.001308 

Référence: 

Handbook of Ma/hema/ical FI/ne/ions, Abramowitz and Stegun, National 
Bureau of Standards, 1968, 
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1 ;ï~~OUCHE 1 

02. 71 

03. 13 

04. 31 

os. 22 

O •• 31 

07. 42 

08. 33 

09. 06 

la. ., 
11. ., 
12. 41 

13. 3' 
14. 05 

15. 71 

1 •. 3. 

17. 04 

18. 61 

19. 71 

20. 34 

21 . 03 

22. 61 
23. 71 

2 •. 01 

Exemples: 

1. Q ~ O.12 

x ~ 1.1 8 

2. Q ~ O.05 

x ~ 1.65 

x 

'j. 

f 

ln 

f 

1 vx 

STO 

6 

t 
t 
t 
RCl 
5 

x 

RCl 

• 
+ 
x 

RCl 
3 

+ 
x 

1 

NO INSTRUCTIONS 

1 Introduire le programme 

2 Mettre en mémoire 
les conS1antes 

3 Introduire a 

4 Pou. un nouveau cas. aile. en 3 

AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 61 + R, '" 
2 •. 33 STO R, CI 

27. 07 7 R, C, 

28. 4. ClX R 3 dl 

29. 34 RCl R. d2 
30. 02 2 R $ d l 

31 . 71 x R. , 
32. 34 RCl R J 1+d t+d t 2+d e 
33. 01 1 R. 
34. 61 + R, 
35. 71 x R~ 

3 •. 3. RCl R., 
37. 00 a R., 
38. 61 + R., 

39. 34 RCl R •• 
'0. 07 7 R .. 
4'. Bl - R •• 
'2. 51 - R., 

'3. 00 GTOOO R •• 
4'. R .. 
45. 

• •• 
47. 

48. 

49. 

DONNÉES TOUCHES REsuLTATS 

c=:Jc=:Jc=:Jc=:J 
" e::§:]~c=:Jc=:J 
" e::§:]G:::J c=:Jc=:J 
~ e::§:] CD c=:Jc=:J 
d , e::§:] CD c=:Jc=:J 
d, e::§:] c:::::o c=:J c=:J 
d, e::§:]CO~c=:J 
a ~c=:Jc=:Jc=:J x 

c=:Jc=:Jc=:Jc=:J 
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LOI DU CHI-CARR É 

Ce programme calcule la fonction densité du cru-carré 

f(x) 

v 
--1 

x2 

v x 

22r(~) e' 

avec x ~ 0, li étant le degré de liberté. 

Remarques: 

I(x) 

1. Le programme impose que v';; 141. Si v > 141 et s'il est pair, l'affi­
chage ne donne que des 9 pour r ( ;2). Si v> 141 et s' il est impair, 
aucun signal particulier n'est affiché, mais les résultats sont incorrects. 

2. Si à la fois x et v sont grands, l'affichage peut clignoter. 

3. Si l'est pair 

Si v est impair 

5. f(x) peut être utili sé comme entrée pour le programme «Distribution 
du chi-carré» pour calculer les distriburions cumulatives. Dans ce ca s, 
enregistrer f(x) avec le plus grand nombre de chiffres possible pour la 
réintroduction. 

Référence: 

Abramowitz and Stegun, Hundbook of Marhemalical Functions, National 
Bureau of Standards, 1968. 
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~. 

t [ 
~ , 

-+ 
1 

1 ;' ~~~ ~UCH' 
02. 02 1 2 

03. BI 1" 
04. 0 1 ' 1 

05. 51 . -
06. 33 ' 5"0 

07. 00 0 

08. B4 RIS 

09. B3 . 
10. 05 5 

11. 32 9 
12. -20 , .y 20 

13. 23 RI 
14. 33 STO 

15. 71 x 

16. 0 1 1 

17. 0 1 1 

18. 51 -
19. -09 GTO 09 

20. 34 RCl 
21 . 01 1 

22. 71 x 
23. 31 f 

24. B3 n 

Exemples: 
1. v = 20, 

r( ~ ) = 362880.00 

f(9.59 1) =0.02 

Loi du Ch i-Carré 47 

AFFI C HAGE 
TOU C H E REGISTRES 

LIGNE CODE 

25. 3 1 f R o(v/2)-1 

26. 42 '" R , Utilisé 

27. 7 1 x R, ' 
28. B4 RIS R, 
29. 33 STO R. 
JO. 02 2 R , 
31 . 34 RC l R, 
32. 00 0 R, 

33. 12 y' R • 
34. 22 x;;!y R, 
35. 81 R" 
36. 02 2 R" 
37 . 34 RC l Ru 
38. 00 0 Ru 
39. 01 1 R .. 
40. 61 + R .. 
41 . 12 y' R,. 
42. 81 R" 
43. 34 RCl R .. 
44. 02 2 R .. 
45. 02 2 

46. 8 1 

47. 32 9 
48. 22 " 49. 8 1 

2. v = 3 

rG) = 0.89 

f(7.H2) =0.02 

(Appuyer sur Œl ~ ŒJ: 
affichage de 1.52775 1934-02) 

(Appuyer sur Œl ~ ŒJ: 
affichage de 2.2357437 14-02) 

NO INSTRUCTIONS OONNf:ES TOUCHES Rf:SULTATS 

1 Introduire le programme [=:J[=:J[=:J[=:J 
2 Initialiser 1 ~~~[=:J 1.00 

3 Introduire v , ~[=:J[=:J[=:J (vl2)-l 

4 Si v est pair. aller en 6 [=:J[=:J[=:J[=:J 
5 Calcul de r (v /2) pour v Impair ~[=:J[=:J[=:J r (v/2) 

Aller en 7 [=:J[=:J[=:J[=:J 
6 Ca lcul de r (v/2) pour v pair ~~~c:::u 

o::::J[=:J[=:J[=:J [lv/21 

7 Introduire x ; calcul de 1 (x) , ~[=:J[=:J[=:J t(x) , Pour un nouveau cas. aller en 2 [=:J[=:J[=:J[=:J 
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DISTRIBUTION DU CHI-CARRÉ 

x, v et f(x) étant connus, ce programme utilise une séne convergente 
pour calculer la distribution cumulative du chi-carré 

P(x) = f x f(t) dt 
a 

où x ?:: 0 

Xk l 
(v+ 2)(v+4 ) ... (v+ 2k) J 

v est le degré de liberté, et la fonction densité 

I(x) 

Le programme calcule les sommes partielles successives de cette série. 
Quand deux sommes partielles consécutives sont égales, cette valeur est 
alors assimilée à la somme de la série. 

Remarque: 

f(x) peut être calculé au moyen du programme «Distribution du chi-carré». 

Référence: 

Handbook of Mathematical Flinctions, Abramowitz and Stegun, National 
Bureau of Standards, 1968. 

Distribution du Chi-Carré 49 

~ 1 LIGNE 1 COOE 
TOUCHE REGISTRES 

1 LIGNE 1 C~ 
25. 03 

---ai:- 2.. 71 

02. D' l ' 27 . 33 

03. 8' RIS 28. 03 

O • . 33 1 STO 29. 61 
. 05. 00 1 0 30. 3' 

06. 8 
1 "' 

31. -33 

07. A' l , 32. -15 

08. 71 1 x 33. 34 

09. 71 1 x 34. 01 

10. 33 1 S"O 35. 71 

11. 01 1 3 •. -DO 
12. 01 1 37. 

13. 33 STO 38. 

14. 03 3 39. 

15. 34 RCl 40. 

16. D' , 41 . 

17. 3. RCl 42. 

18. 00 0 43. 

19. A' , 44. 

20. 61 + 45. 

21. 33 STO 46. 

22. 00 0 47. 

23. 81 "' 48. 

24. 34 RCl 49. 

Exemples: 

1. [(x) = 1.527751934 X 10-' 

x=9.591 

v= 20 

P(x) =0.03 

13 R " 
lx R 1 2xf(x!/v 

1 STO R, x 
1 3 R J Utilisé 

1+ R, 

1 9 R , 

1 x· v 33 R. 

1 GTO 15 R, 

RCl R, 

1 R, 

1 x R~ 

1 GTO 00 R., 

R., 

R., 

R., 

R., 

R •• 

R., 

R •• 

R., 

Remarque: Pour [(x), voir le programme «Loi du chi-carré». 

2. [(x) = 2.235743714 X 10-' 

x = 7.82 

v=3 

P(x) =0.95 

NO INSTRUCTIONS DONNÉES 

, Introdu ire le pfOgramme 

, 
IntrOduire f (x), " et " Ilx) 

• 
, 

r-;- Pourun nouveau cas, aller en 2 

TOUCHES 

c=Jc=Jc=Jc=J 
c::::Dc=Jc=Jc=J 
~~c=Jc=J 
~c=Jc=Jc=J 
c=Jc=Jc=Jc=J 

RÉSULTATS 

. 
P(,,) 
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DISTRIBUTION DE F 

Ce programme calcule la valeur de l'intégrale de la distribution de F: 

pour x positif donné, VJ, V2 degrés de liberté, avec VI ou V2 pair. 

L'intégrale est calculée à l'aide des séries suivantes: 

1. VI pair 

- V2 v, [ 
Q(x) = 1 2 1 + 2" (I - t) + ... 

V2(V2 + 2) ... (V2 + v, -4) 
+ ----~-~--

2'4 ... (VI -2) 
(1_1)-'-,-v -'J 

Distribution de F 51 

- V v, [ 
Q(x) = 1 - Cl - t)' 1+ + t + ... 

v, -'J V,(V , + 2) ... (V2 + v, -4) -,-
+ t 

V2 
avec t = ----:-- ­

V2 + VI X 

Remarque: 

2'4 ... (V2 - 2) 

Si VI et v2 sont tous les deux pairs, les deux formules conduisent à des 
résultats identiques. On peut gagner du temps en choisissant le degré le 
plus petit comme degré pair. Par exemple, si VI ~ 10, '2 ~ 20, choisir 
VI pair pour obtenir la réponse. 

Référence: 

Handbook of Ma/hema/ical Fline/ions, National Bureau of Standards, 
1968, Abramowitz and Stegun. 

AFFICHAGE 1 J AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

LIGNE CODE LIGNE CODe 

00. '5. 3' RCl Rot 1 t 

Dl. 61 + 26. 00 0 A, v 
02. 81 27. n x R ~.!:::l... 
03 . 33 STa 28. 3' RCl R 3 tU , 12 
O,. DO 0 29. O, • R. 0 2. 
05. 34 RCl 30. 02 2 R $ Utilisé 
06. 02 2 31. 61 + R, 
07. 02 2 32. 33 STa R, 
08. 81 33. 04 • R, 
09. 12 y' 3 •. 3. RCl A, 
ID. 33 STa 35. 01 1 R~ 

". 03 3 36. 32 9 R., 
12. Dl 1 37. ..4. x=y 44 R., 
13. 34 RCl 38. 23 RI Ru 
14. DO 0 39. 81 R" 
15. 51 40. 33 STO R .. 
16. 33 STa 41. 61 + R., 
17. DO 0 42. 05 5 R., 
18. 01 1 43 . 19 GT019 R~ 

19. 3' RCl 44. 34 RCl R., 
20. 02 2 45. 05 5 
21. 3' RC l '6. 3' RCl 
22. 04 • 47 . 03 3 
23. 61 + 48. 71 x 
2 •. 71 x '9. - 00' GTOOO 
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Exemples : 

1. v, = 7, v, = 6 

Q (4.21) =0.05 

2. v, = 4 , v, = 20 

Q (2 .25) = 0. 10 

NO INSTRUCTIONS DONNÉES 

1 Introdu"e le programme 

2 In'tialiser 0 

1 

3 Si II~ est pair. aller en 5 

• Introdu" e Il, . 112 et X " 
" , 

, 112 pair " 
" 
, 

• Pour un nouveau cas. aller en 2 

TOUCHES RÉSULTATS 

[=::J[=::J [=::J[=::J 
~G:::J[=::J[=::J 
~CU~[=::J 1.00 

[=::J [=::J [=::J[=::J 
~~[=::J[=::J 
~ c:::::D [=::J[=::J 
~~~~ 
c:::::D ~[=::J[=::J alx) 

~~[=::J[=::J 
~c:::::D[=::J[=::J 
~~CD~ 
~c:::::D~[=::J l-Qlxl 

CD~[::=:J[=::J alx) 

[=::JI Il I[=::J 

Distribution de t 53 

DISTRIBUTION DE t 

Ce programme calcule la valeur de l'intégra le de la distribution t 

avec x> 0 

v+ , 

2 r(_V+ 1 )(1 +_Y' ) 
[(x, v) = J x _--,-.:.2 -,---,--_.:...v,.:-__ dy 

-, y1Wr( ~ ) 

v représente le nombre de degrés de libené de la dist ribution. 

Les formu les uti li sées sont: 

1. vpair 

[(x, v) = sin e 1 + - cos' e + -- cos' e + ... {
Il ' 3 
2 2' 4 

+ [ . 3 . 5 ... (v - 3) cosv-2 e} 
2 . 4 . 6 .. . (v - 2) 
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- SI v= 1 
1T 

I(x, v) = 
{ 

20 . 

20 2 . 2 
--;;- + -; cos 0 { sm 0 [1 + 3' cos' 0 + ... 

+ cos 2 • 4 .. . (v - 3) v- 3 o~} 
1 . 3 ... (v - 2) 

si v> 1 

ou 0 =arc tg( :v) 
Référence: 

Handbook of Mathematical Flllletions, Abramowitz and Stegun, National 
Bureau of Standards, 1968. 

~ 1 LI GNE !CODE TOU CH E RE GISTRES 

~~ 
25 . 61 1+ Ro 1 + Icos2 8)/2 +" 

01 . 31 1 f 26. 33 r;rrn R" 
02. 42 1 yx 27. 03 13 R 2 cos2 8 

03. 81 1+ 2 • . 34 1 RCl R J 0 2 4 .,ou135 .. , 
0 4. 32 1 g 2 • . 01 Il R. 8 
OS. 1. l " , ' JO. 32 1 g R, 
06. 33 1 STO 31. 1-41 1 x' v" R, 
07. 04 4 32. 2" RI R, 
~ .. 3 1 f 33. 81 -.;- R, 
09. 13 "" 34. 34 RCl R , 

10. 32 g 35. 02 2 R~ 

11. .2 x' 36. 71 x R. , 
12. 33 STO 37: 33 STO R., 

13. 02 2 3 • . 61 + Ru 
14. 01 1 39. 00 0 R .. 
15. 33 STO 40. - 17 GTO 17 R .. 
16. 00 0 41 . 3' ReL R •• 

-'7. 34 RCl 42. 00 0 R., 
1 • . 03 3 43. 34 RCl RM 

". 0 1 1 44. 04 '. R .. 
20. 61 1 + 45. 31 If 
~L 71 1 x 46. 12 l ,i, 

22 . 34 RCl 47 . 71 x 
23. 03 1 3 4 • . -00 1 GTO 00 
24 . 02 1 2 '9. 

1 
• 
1 
• 
1 
• 
1 
• 
1 
1 
• , 
1 
• 

~ ! 
1 
• 

~! 
~ ! 

J 
• 
1 
• 
1 
1 

1 
1 

+ 
1 
1 

1 :r 
1 
1 

-' T 

Exemples : 

1. 1(2.20 1, Il ) ~ 0.95 

2. 1 (2.75, 30) ~ 0.99 

NO INSTRUCTIONS 

1 IntroduIre le prog'8mme 

, Mettre le calculaTeur dans 
le mode RAO 

3 Si .. est Impêlll. aller en 4 ' 

, .. eSI pau 

1--_. 
" Si .. .. l , aile, en 4" 

," .. " , 

5 Pou, un nouveau cas. aller en 3 
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DONNÉES TOUCHES RESULTATS 

c:::::::::J c:::::::::J c:::::::::J c:::::::::J 
C!::::J~~c:::::::::J 
c:::::::::J c:::::::::J c:::::::::J c:::::::::J 

0 ~ CU c:::::::::J c:::::::::J 
· C!::::J c:::::::::J c:::::::::J c:::::::::J 
, ~ C!::::J~c:::::::::J 1 [,0:,") 

1 ~ CU c:::::::::J c:::::::::J 
• C!::::J c:::::::::J c:::::::::J c:::::::::J 
, ~C::::UC::::UCE::J 
c::JCU~~ 
CQ~c::Do:=J 
~c=::Jc=::Jc:::::::::J 
~D::JC::::U~ 
Cî:J~D::Jc::J 
D::JCî:JCCJCî:J 
c::J c:::::::::J c:::::::::J c:::::::::J l be,") 

• CU~D::JCî:J 
c::J Cî:J c::J c:::::::::J 1 (x. 1) 

c:::::::::J c:::::::::J c:::::::::J c:::::::::J 
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DISTRIBUTION NORMALE A DEUX VARIABLES 

Ce programme calcule la densité de probabilité conjointe de deux variables 

f(x , y) = 1 e-P(x ,y) 

21T0 , 02~ 

avec 

Remarques : 

1. 0, 7' 0, 021' 0 
2. Le programme exige que p' < 1. 

~ 
TO UC HE REGISTRES 

l Li GNE CO OE 

25. "'- -=- R o /01, 
0;:- .- 26. 34 RC l R , a, 

02. 42 " 27. 05 5 R 2 /011 

03. n ,''v 28. )2 1 2 R,o 
04. 34 RCl 29. 71 L,- R, p 
OS. 00 0 30. 81 1 + R 5 1 _ pl 

06. 51 - 31. 42 1 CHS R 6 (x-u, )/0 

07. 34 1 RC l 32. ~ ~ R , (v-",l/o, 
08. 01 1 33. n l " R. 
09. 81 1 + 34. 34 1 RCl R, 
10. 33 1 5· ·0 35. 05 1 5 R .. 
11. 06 1 6 36. --"'- ~ R., 
12. 32 9 37 42 Lv' Ru 
13. 42 

l " 38. 34 1 RC l R., 
14. 61 1 + 39. 01 I l R~ 

15. 34 1 Rel 40. '-' ~ R .. 
16. 06 ~ 6 41 34 L RCl R •• 
17. 34 RCl 42 03 1 3 R., 
18. 07 7 43 71 x R .. 
19. 71 , 44. ~ -'- R. 
20. 34 RCl 45. 71 , 
21 . 04 1 4 46. 31 f 

22. 71 , 47 . 83 • 
23. 02 2 ~, 71 , 
24. 71 , 49 . "'- -"-

.. 

, 

~! 
~ ! 

r 

Exemple: 

Il, =- I,o, = 1.5 
Il, = 1. 0 , =0.5 
p = 0.7 
f(I , 2) = 0.04 
f( - I,I) = 0.30 

NO INSTRUCTIONS 

1 IntIO<l!.me le programme 

1-, -
Int.odulle 1',< 0" ).12' 0,. P 

3 In llodulle lt et v 

• Pou. une au l.e valeur de • . y, 
a ller en 3 

5 Pou. un nouveau cas. aller en 2 
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DONNEES TOUCHES RÉSULTATS 

c=Jc=Jc=Jc=J 
p , c§:]~c=Jc=J 
0, C§:] c:::2:::J c=Jc=J 
p, C§:] o::::::J c=Jc=J 
0, C§:] o::::::J c:::2:::J c:::2:::J , C§:]~CU[ZJ 

c:::::J~c::::D~ 
, c::::::cJc=Jc=Jc=J 
, ~c::::Dc:::::J~ 

o::::::J c::::::J ~ o::::::J 
QDc=Jc=Jc=J flx , y) 

c=Jc=Jc=Jc=J 
c=Jc=Jc=Jc=J 
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DISTRIBUTION NORMALE DU LOGARITHME 

Si X désigne une variable aléatoire dont le logarithme est distribué suivant 
une loi normale de moyenne ru et de variance 02, X est al ors distribué 
suivant une loi normale logarithmique représentée par une fonction de 
distribution: 

l , 
--(lnx-m) 

f(x) = ---'--- e 20' 

x ,hrro2 

avec x > O. 

Ce programme calcule f(x) pour m et 62 donnés ; il donne en outre: 

- la médiane em 

- le mode em-a" 

_ la moyenne em + (0'"/2) 

'2 ' -la variance eO' + m (ea - 1). 

Remarque: 

Le programme exige que 0' f O. 

Référence: 

Statistical Theory and Methodology in Science and Engineering, K. A. 
Brownlee, John Wiley & Sons, 1965. 

Distribut ion normale du logarithme 59 

~ 
AFFI C HAGE 

TOUCHE REGISTRES 
LIGNE CODe 

25 . 51 - A 0 a" 
2 • . 32 9 R, m 

02. 01 1 

03. 34 RCl 

04. 00 0 

05. 02 2 

O • . 81 .;. 

07 . 61 + 
08. 32 9 
09 . " " 10. 84 RIS 
11. 32 9 
'2. 42 " 
'3. 34 RCl 

'4. 00 0 

'S. 32 9 , .. " " 17. 01 , 
'8. 51 -, .. 71 , 
.o. 84 RIS 

21 . 3' f 

22. '" ln 

23. 34 RCl 
24. 0 1 1 

Exemple: 

m = 1 0'= 1 
Médiane = 2.72 
Mode = 1.00 
Moyenne = 4.48 
Variance =34.5 1 

NO INSTRUCTIONS 

, Introduire le programme 

2 Mettre en mémoire m.o' 

, Calcul de la moyenne 
et du mode 

4 Calcul de la moyenne 
et de la vanance 

5 Introduire )( 

6 Pour une autre valeur de~. 
aller en 5 

27. 

28. 

2 • . 

30. 

31 . 

32. 

33. 

34. 

35. 

3 •. 

37. 

38. 

39. 

40. 

4'. 

42. 

43. 

44. 

45. 

4 • . 

47. 

48. 

4'. 

f(.I) 
f(.6) 
f( l ) 

4 2 " 
34 RCl 

00 0 

81 

02 2 

81 -
42 CHS 

32 9 

" " 
3 1 f 

83 rr 

02 2 

71 , 
34 RCl 
00 0 

71 , 
3 1 f 

42 Vi 
81 

34 RC l 
02 2 

8 ' 
-20 GTf) 20 

= 0.02 
= 0.2 1 
= 0.24 

R" 
R, 
R. 
R. 
R, 
R, 
R, 
R, 
R~ 

R. , 
R., 
Ru 
R .. 
R •• 
R., 
R., 
R .. 
R .. 

DONNÉES TOUCHES 

c:::::Jc=:J c=:Jc=:J 
" ~[TIc=:Jc=:J 
m ~c::::D~c=:J 

C::::UCDc=:Jc=:J 
~c::::D~[TI 
c:::JC::::UCDc=:J 
Q!Oc=:Jc=:Jc=:J 
Q!Oc=:Jc=:Jc=:J 

• ~c::::I:JQ!Oc=:J 
c=:Jc=:Jc=:Jc=:J 

R~SULTATS 

med 'ane 

modo 

moyenne 

v,!n ,lIle!:! 

f(KI 
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CALCUL DES PARAMÈTRES DE LA LOI DE WEI BULL 

La fonction densité de probabilité de Wei bull est donnée par 

b 

bx(b-I) e-(-i-) 
f(x) = 

eb 

avec e > 0, b > 0, x> O. 

La fonction de distribution cumulative est 

F(x) = I-e-G) 
b 

Ce programme calcule les paramètres de la distribution de Wei bull b et !J 
pour un ensemble 1 xI> ... , X n 1 donné. 

Une application fréquente est l'utilisation de l'analyse de Wei bull pour de 
mauvaises données où tous les échantillons sont testés comme mauvais. 
Pour utiliser le programme, cataloguer ces échantillons de manière à placer 
les moins mauvais en premier et les plus mauvais en dernier. 

Le rang moyen (R.M.) est donné par 

Ri- 0.3 
n + O.4 

où Ri est le rang de la mauvaise donnée Xi. En utilisant le rang moyen 
comme approximation de F(Xi) , on effectue un ajustement, par la méthode 
des moindres carrés, de la droite représentant la distribution cumulative 

Inini.. 1 J=blnx-blne. V -F(x») 

Pour obtenir les estimations de b et !J, la solution est similaire à celle du 
problème de la régression linéaire. 

Calcul des paramètres de la loi de Wei bull 61 

AFFICHAGE 

~ 
TOUCHE REGISTRES 

LIGNE CODE 

25. 61 + R, Utilisé 
0;:- 26. 00 0 R, n 
02. 33 STO 27. 22 x':v R, 
03. 00 0 28. 51 - R, 
04. 32 9 29. 13 llx R, 

05. 
" 

Cl'A 30. 31 f R, 
06. 84 AIS 31. 22 ln R. 

07: 13 STO 32. 31 f R, 
08. 01 1 33. 22 ln R. 

09. 84 RIS 34. 22 x:;:y R. 
10. 31 f 35. 11 r+ R~ n 
11. ln 36. -Og GTO 09 R., Utilisé 

Q RCl 37. 31 f R., Utilisé 

13. 0 38. 21 L R. Ru Utilisé 

14. · 39. 22 x<!-y R., Ut il isé 

15. 3 40. 84 RIS R., Utilisé 
-i6. - 41. 81 T R., n 
-,-,:- ~ RCl 42. .2 CHS R. l n 

18. 01 1 43. 32 9 R., n 

19. 8: · 44. 22 " R., n 

20. ~ • 45. -00 GTODO 

21. 6 • 46. 

22. 8 .;. 47. 

23. 01 1 48. 
'24. 33 STO 49. 

Exemple: 

Xi: 34, 60, 75, 95, 119, 158 (heures trouvées mauvaises) 
(les Xi doivent être introduits dans J'ordre croissant) 
n ~6 

b ~ 1.95 
e ~ 104.09 

NO INSTRUCTIONS DONNEES TOUCHES 

, IntrOduire le programme c=:Jc=:Jc=:Jc=:J 
2 Initialiser ~~c=:Jc=:J 
3 Int roduire n n ~c=:Jc=:Jc=:J 
4 Effectue, 4 pour i l, 2 ..... n " RIS Il Il II 
5 Calcul de b et 8 GTO Il 3 Il 7 îr RIS 

~c=:Jc=:Jc=:J , POUl un nouveau cas, aller en 2 c=:Jc=:Jc=:Jc=:J 

RESULTATS 

0.00 

; 

b 

, 
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DISTRIBUTION BINOMIALE 

Ce programme calcule la valeur de la densité de probabilité d'une variable 
distribuée suivant une loi binomiale pour p et n donnés: 

avec n entier positif 

O<p<let 

x = 0, 1,2, ... , n. 

f(x) =(:)px (1 _ p)n-x 

Il utilise la relation de récurrence 

f(x + 1) p(n - x) f(x) 
(x + 1)(1 - p) 

(x=0.1.2 ..... n-l) 

pour trouver la fonction de répartition 

x 

P(x) = L f(k). 
k = O 

Remarques: 

1. f(O) = P (0). 

2. Quand x est grand et à cause de l'erreur d·arrondi. la valeur de la 
fonction P(x) risque d'être légèrement supérieure à 1. Dans ce cas, on 
considère P(x) = 1 comme étant la réponse exacte. 

3. Le temps de calcul de ce programme dépend de la valeur de x; plus 
la valeur de x est grande. plus le temps de calcul est long. 

4, La moyenne fi et la variance 62 sont données par: 

m=np 
02 =np (l-p) 

Référence: 

Modern Probability Théory and its Applications. E. Parzen. John Wiley & 
Sons. 1960. 

rLl:E~ 
01. 33 rsro 
02 06 1 6 

03 DO 1 0 

04. 33 1 STO 

05. 00 10 
06. 34 RCl 
07. 03 13 

08. 33 1 STO 

09. 04 1 4 

10. 33 I,TO 

11. 05 15 

12. 34 RCl 

13. 1 

14. 34 RCl 

15. 00 10 

16. 51 1 -

17. 34 RCl 
18. 00 10 
19. 01 1 

20. 61 1+ 
21. 81 '+ 
22. 34 RCl 
23. 02 2 
24. 71 x 

Exemple: 

n = 6. p = 0.49 
f(O) = 0.02 
f(4) = 0.22 
P(4) = 0.90 

NO INSTRUCTIONS 

1 Int roduire le programme 

2 Int roduire n et p 

3 Pour K:<>' 

, Pou. une aulre valeur de x, 
a ile. en 3 

5 Pour un nouveau cas, aller en 2 
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AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 34 RCl R 0 Comotaur 

26. 04 4 R, n 

27. 71 x R 2 n ,n/(l _ p ) 

28. 33 STO R, f (O) 

29. 04 4 R. Util isé 
JO. 33 STO R5 Util isé 
31. 61 + R" 
32. 05 5 R, 
33. 34 RCl R. 
34. DO 0 R, 
35. 01 1 R~ 

36. 61 + R., 
37. 33 STO Ru 
38. DO 0 Ru 
39. 34 RCl R .. 
40. 06 6 Ro> 
41. 32 9 R •• 
42. ..44 x=y 44 R., 
43. - 12 GTO 12 R .. 
44. 34 RCl R .. 
45. 04 4 

46. 84 RIS 
47. 34 RCl 
48. 05 5 
49. -00 GTOOO 

DONNÉES TOUCHES RÉSULTATS 

c:::Jc:::J c:::Jc:::J 
~~c:::Jc:::J 

>- -

" , ~c::2::J~CD 
~~~~ 
~ c:::z:::J~c::2::J f(O I 

~c::2::J~~ 
c::2::J~c=:J~ 
c::2::J~c:::Jc:::J 

, ~c:::Jc:::Jc:::J l(xl 

~c:::Jc:::Jc:::J P(x) 

c::::::J c::::::J c::::::J c::::::J 
c:::J c::::::J c::::::J c:::J 



64 Distribution de Poisson 

DISTRIBUTION DE POISSON 

La densité de probabilité est donnée par la fonction 

avec À>O 

et x=0,1,2, .... 

Fonction de répartition 

x 

P(x) = L f(k). 
k= O 

Ce programme calcule f(x) et P (x) pour ), donné, à l'aide de la relation de 
récurrence: 

Remarques: 

À 
f(x + 1) =-- f(x). 

x + 1 

2. Quand x est grand et à cause de l'erreur d'arrondi, la valeur de la 
fonction P(x) risque d'être légèrement supérieure à 1. Dans ce cas, on 
considère P (x) ~ 1 comme étant la réponse exacte. 

3. Le temps de calcul de ce programme dépend de la valeur de x; plus 
la valeur de x est grande, plus le temps de calcul est long. 

4. Moyenne = variance = À 

Distribution de Poisson 65 

1 AFFICHAGE 

'"O(eo ••• 1eee.1 TOU.CHE ,~~~~~~T~O_UC_H_E_L~~ __ R_E_G_'S_T_R_ES ______ ~ 1 L'",'''''' 1 ",vu!: 1 ... LIGNE CODE r 
25. 34 Rel R 0 Compteur 

0'. 42 1 CHS 26. 03 3 R, , 

02. 32 1 9 27. 71 Il Rz 1(01 

03. 22 Tex 28. 33 STO R 3 Utilisé 

04. 33 1 STO 29. 03 3 R 4 Utilise 

05. 0212 30. 33 STG R,x 
. 06. B4 1 RIS 3'. 61 ' R, 
~ 33 ISTG 32. 04 4 R, 

08. 05 [5 33. 34 ACl R, 

09. 00 10 34. 00 0 R , 

'0. 33 1 STG 35. 01 1 A~ 

11. 00 10 36. 61' R" 
12: 34 1 RCl 37. 33 STO R., 

'3. 02 1 2 38. 00 0 Ru 

14. 33 1 STO 39. 34 RCl R~ 
'5. 03 1 3 40. 05 5 R , 

- '6. 33 ISTO 4'. 32 9 R, 

17. 04 14 42. -44 x=-y44 R'7 

18. 34 1 ACl 43. 18 GTG 18 A .. 

'9. 01 Il 44. 34 ACl A. 

20. 34 1 ACl 45. 03 3 

21. 00 1 0 46. B4 AIS 
22. 01 1 1 47. 34 ACl 

23. 61 l, 48. 04 4 
24. 81 1 + 49. -06 GTQ 06 

Exemple: 

À ~ 3.2 

f(O) ~ 0.04 

f(7) ~ 0.03 
P(7) ~0.98 

NO INSTRUCTIONS 

, Inlfodulre le programme 

, Introduire ), 

, Pour" ;" 1 

4 Pour une autre valeur de ~. 
aller en 3 

5 Pour un nouveau cas. aller en 2 

DONNÉES TOUCHES 

c::=::J c::=::J c::=::J c::=::J 
X ~c::::2:::J~~ 
x ~ c::=::J c::=::Jc::=::J 
~ c::=::J c::=::Jc::=::J 
c::=::J c::=::J c::=::J c::=::J 
c::=::J c=::J c::=::Jc::=::J 

RI:SUlTATS 

flO) 

Ilx) 

PI"I 
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66 Distribution binomiale négative 

DISTRIBUTION BINOMIALE NÉGATIVE 

Ce programme calcule la valeur de la densité de probabilité d'une distri­
bution binomiale négative pour p et r donnés: 

avec r entier positif 

0< p < 1 et 

x::; 0, 1, 2, .... 

f(x) = p' (1 - Pl' (x+r-I) 
r - 1 

li utilise la relation de récurrence 

f(x + 1) = Cl - p)(x + r) f(x) 
x + 1 

pour trouver la fonction de répartition 

x 

P(x) = 2: f(k), 
k o:: Q 

Remarques: 

2. Quand x est grand et à cause de l'erreur d'arrondi, la valeur de la 
fonction P(x) risque d'être légèrement supérieure à 1. Dans ce cas, on 
considère P(x) = 1 comme étant la réponse exacte. 

3. Le temps de calcul de ce programme dépend de la valeur de x; plus 
la valeur de x est grande, plus le temps de calcul est long. 

4. La moyenne m et la variance 62 sont données par 

m= 
r(l-p) 

p 

r(1 - p) 

p' 

5. Si p représente la probabilité de réalisation d ' un événement donné, 
f(x) représente la probabilité pour qu'après x +r essais, l'événement se 
réalise r fois. 

E 

Distribution binomiale négative 67 

Référence: 

Modern Probability Theory and its Applications, E. Parzen, John Wiley & 
Sons, 1960. 

AFFICHAGE 1 TOUCHE 

~ 
02. 06 

03. 00 

04. 33 

05. 00 

06. 3' 
07. 03 

08. 33 

09. 04 

10. 33 

11. 05 

12. 01 

13. 3' 
14. 01 

15. 51 

16. 34 
17. 00 

18. 34 

1 •. 02 

20. 61 

21. 71 

22. 34 
23. 00 

24. 01 

Exemple: 

p = 0,9, r = 4 
f(l) = 0.26 
P(I) = 0.92 
f(2) = 0.07 
P(2) = 0.98 

6 

0 

STO 

0 

RCl 
3 

STa 

• 
STa 

5 

1 

RCl 
1 

Rel 
0 

Rel 
2 

+ 

x 
RCl 
0 

1 

NO INSTRUCTIONS 

1 IntrodUire le p rOilramme 

, IntrodUIre p et r 

- - -, 
3 POUf X ;;. 1 

- -

4 Pour une autre va leur de x -. .!!!e r ~3 _ --

Pour un nouveau cas aller en 2 

1 LIGNE 1 COOE 
TOUCHE REGISTRES 

25. 61 1+ R 0 Compleuf 

26. 33 1 STO R, p 

27. 00 10 R" 
28. BI 1" R 3 f(O) 

29. 3. 1 RCl R,. Utilisé 

JO. 04 1. R 5 UtiJisé 
31. 71 l x R, x 
32. 33 1 STa R, 
33. 04 14 R 
34 . 33 : STa R, 
35. 61 + R~ 

36. 05 5 R, 
37. 34 RCl Ru 
38. 00 0 R" 
39. 3. RCl RM 
40. 06 6 R 

". 32 0 R, 
42. -4. x'' •• R" 
43. - 12 GTa 12 R" 
44. 34 RCl R 
45. 04 4 

46. B. RIS 
47 . 34 RCl 
48. 05 5 
49. -00 1 GTO 00 

DONNÉES TOUCHES RÉSULTATS 

c=Jc=Jc=Jc=J 
• ~c:::2::Jc=Jc=J 
, ~c::2:Jcz:::J~ 

C::::U~c=Jc=J f[O ) 

x ~c=Jc=Jc=J Ilx) 

~c=Jc=Jc=J P{~I 
-

c=Jc=Jc=Jc=J 
c=Jc=Jc=Jc=J 
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68 Distribution hypergéométrique 

DISTRIBUTION HYPERGÉOM ÉTRIQUE 

Ce programme calcule la valeur de la densité de probabilité d'une distribu­
tion hypergéométrique pour a, b et n donnés: 

avec a, b, n entiers positifs 

x ~ a, n - x ~ b et 

x = 0, 1,2, ... , n. 

f(x) 

Il utilise la relation de récurrence 

f(x + 1) (x - a) (x - n) f(x) 
(x+ I)(b-n+x+ 1) 

(x = 0, 1,2, ... , n - 1) 

pour calculer la fonctÎon de répartition 

x 

PCx) = L f(k). 
k""O 

Remarques: 

I.n.;;69 

2. f(O) = PlO) 

3. Le temps de calcul de ce programme dépend de la valeur de x; plus 
la valeur de x est grande, plus le temps de calcul est long. 

4. Quand x est grand et à cause de l'erreur d'arrondi, la valeur de la 
fonction P(x) risque d'être légèrement supérieure à l. Dans ce cas, on 
considère P (x) = 1 comme étant la réponse exacte. 

5. La moyenne m et la variance 62 sont données par: 
an 

m= --
a+b 

abn (a + b - n) 

(a+bl' (a+b-I) 

Distribution hypergéométrique 69 

Référence: 

Marllemarieal Statisrics, J. E. Freund, Prentice HaU, 1962. 

1 GE ~ AFFICHAGE 
~ElcOOE TOUCHE ~LI~G~N~E~C~O~D~E~_T_O_UC_H_E~~~ ____ R_E_G_'S_T_R_ES ______ _ 

uv. 25. al R 0 Compteur 

-01. 33 1 STO 26. 34 RCL R, , 

(li 00 10 27. 05 5 R,b 

03. 34 1 RCl 28. 71 x R3n 

04. 0 1 1 1 29. 33 STO R. fiai 
05. 51 1 - 30. 05 5 R 5 Utilisé 

- 06. 34 1 RCl 31. 33 STO Re Utilisé 

07. 00 1 a 32. 61 + R 7 X 

OB. 34 1 RCl 33. 06 6 R, 

09. 03 13 34. 34 RCL R, 

-'0. 51 1 - 35. 07 7 R .. 

" 7 1 1 x 36. 01 1 R., 
12. 34 RCl 37. 34 RCL Ru 

13. 00 1 0 38. DO 0 R" 

14. 0 1 1 39. 61 + R~ 

15. 61 1 + 40. 33 STO R~ 
16. 81 1 ~ 41. DO 0 R., 
lT. 31 1 f 42. 32 l, R., 
18. 34 LAST X 43. -45 x-y 45 RH 

19. 34 RCl 44. -03 GTO 03 R .. 

20. 02 1 2 45. 34 RCL 

21. 34 RCl 46. 05 5 

22 03 1 3 47. 84 RIS 
23. 51 48. 34 RCL 

24. 61 1 + 49. 06 6 



70 Distribution hypergéométrique 

Exemple: 

Etant donné a ~ 8, b ~ 12, n ~ 6, on a: 
f(O) ~0.02 
f(3) ~ 0.32 
P(3) ~ 0.86 

f(5) ~0.02 
P(5) ~ 1.00 

NO INSTRUCTIONS DONNEES TOUCHES 

1 1 rl1roduÎfll le programme c=:Jc=:Jc=:Jc=:J 
2 tnlmduirB a, b. n • ~~c=:Jc=:J 

b ~o::Jc=:Jc=:J 
" ~o::J~o::J 

~C!D~ILAST·I 
~o::Jc:::J~ 
C!Dc=:J~~ 
~o::Jc=:J[TI 
C!D[TII LAST.I~ 
CI:Jc:::J~C!D 
c=:Jc=:J~~ 

3 Pour K :;;. 1 . ~o:::J~~ 
~[TI~[TI 
ŒJ~Q!Oc=:J 
Q!Oc=:Jc=:Jc=:J 

4 Pour une autre valeur de )(. c=:Jc=:Jc=:Jc=:J aUer en 3 

5 Pour un nouveau cas. alter en 2 c=:Jc=:Jc=:J 

RÉSULTAT! 

f(O) 

l(Je) 

Ph·;) 

Loi multinomiale 71 

LOI MUL TINOMIALE 

Ce programme calcule la probabilité corrélée de k variables aléatoires 
(k ~ 2, 3, ... ou 8) distribuées suivant la loi multinomiale suivante 

n! 
f(xI,xz,···,Xk);;: , 1 Olx 1 fJzxl ... 0kxk 

xl!XZ· .. ·Xk· 

k k 

où LOi=I'Lxi=n,Oi>Oel 
i = 1 i= 1 

Xi;;: 0, 1,2, ... , n (i;;: 1, 2, .... k). 

Les paramètres de cette distribution sont n, 01> 0" ... et Ok. 

Remarque: 

Le programme impose n ::s;;; 69. 

~ 
~ 

I"GN' 1 COD' IlIGN' 1 COD' 
TOUCHE REGISTRES 

25. 34 1 RC RoUt ilisé 

01 31 if 26. 04 14 RI Utilisé 

02. 43 1 o! 27 33 IsTO R 2 Utilisé 

Di 34 RCl 28. Û3 13 R3 Utilisé 

04. 01 1 29. 34 1 RCl R. Utilisé 
05. 31 1 f 30. os Is R 5 Utilisé 

06. 34 lAST X 31 33 ISTO Re Utilisé 

07. 12 l " 32. 04 14 R 1 Utilisé 
08. 22 l ,;:'y 33. 3' 1 Rel R e Utilisé 

09. Bl 1" 34. 06 16 R9 Utilisé 
la. 33 1 STO 35. 33 ISTO R.o n! 
11. 71 l , 36. Os 15 R., 

12: 00 1 0 37. 34 1 RCl R" 
13. 34 RCl 38. 07 17 R., 

14. 01 1 39. 33 ISTO R .. 

15. 33 1 STO 4Q. 00 16 R .. 
16. 09 1 9 41. 34 1 Rel R •• 
17. 34 RCl 42. OB 18 R., 
lB. 02 1 2 43. 33 1 STO R •• 
19. 33 1 STO --..: 07 17 R .. 
20. 01 1 45. 34 1 RCl 

2' 3' RCl 46. 09 19 
22. 03 1 3 47. 33 ISTO 
23. 33 1 STO --.s: Os 16 
24. 02 1 2 '9. .()() 1 G"O 00 
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72 Loi mul tinomiale 

Exemple: 

Soit 0, ~ 0.2, O2 ~ O . I , 03 ~ 0 .2 , 04 ~ 0. 1 5, 05 ~ 0. 1 7, 06 ~ 0. 1 8 et n ~ 20. 

f(l, 2, 3, 4, 5, 5) ~ 1.274857927-04 
f(2, 4, 0, 4. 2, 8) ~ 1.688980098- 06 

NO INSTRUCTIONS DONNÉES TOU CHES RÉSULTATS 

1 Int/OdUlre le programme Il Il Il , ElfeCl uer 2 pOur i • 1. 2 . .• k S. STO Il Il Il 

• c=:Jc=:Jc=:Jc=:J S, 

J S. Ir; .. 8. aller en 6 Il Il Il 

• Flll er tous les aut res 6,-1 1 c=:Jc=:Jc=:J 
5 Elfect uer 5 pour Î .. k + 1. .. a STO Il Il Il 

, c=:Jc=:Jc=:Jc=:J 1.00 

• Int /OduÎre n " 1 Il "' Ir STO Il 0 

~c:JC2=:Jr asT 
7 Effectuer 7 pOUl' .. 1, 2 . .• k " RIS Il Il 1[ S, 

a Si Ir; .. 8. allel en 11 c=:Jc=:Jc=:Jc=:J 
• FUIe. tous les aulles ~ , .. 1 1 Il c=:J 
10 EfleC1uel 10 8- k lois RIS Il c=:J 1.00 

11 Calcul de f (x, .. .. 0 xlr;) ~C2=:Jc=:J f(IC. 0 " '0 ICk) 

12 Pour une autre vai llUI de x ~c:JC2=:J~ 
C:::::Oc=:Jc=:Jc=:J 

Alle. en 7 c=:Jc=:Jc=:Jc=:J 
13 Pou. un nouveau cas. aile. en 2 c=:Jc=:Jc=:Jc=:J 

, 

~ . ! 
1 

~ ' 

-! 
1 , 
1 , 
1 
1 

1 
1 

1 
1 

J 
1 

1 , 
1 , 
1 
1 

J 

Ajustement d'une fonction exponentielle 73 

AJUSTEMENT D'UNE FONCTION EXPONENTIELLE 

Ce programme ca lcule l'ajustement d ' un nombre n de paires de points 
1 (Xi, Yi). i ~ 1, 2, ... , n.} par la méthode des moindres carrés, avec 
Yi> 0 à l'aide d ' une foncti on expo nentielle du type : 

(a> 0). 

Cette équati on se linéarise par : 

ln Y = ln a + bx. 

Le programme calcule les éléments suiva nts : 

1. Coefficients a, b : 

b 

1 
~xi ln Yi - - (~xiX~ ln y;) 

n 

, 1 ( )' ZXj - - Z Xi 
n 

~~ In Yi 
a = exp 

n 
~x ' j b - -' 

n 

2. Coefficient de déterminat ion 

r' 
~Xi' - (~~i)'J [~(In Yi)' - (~ I~ Yi?] 

3. La valeur estimée y pour x donné: 

Remarque: 

n est un ent ier posit if d iffére nt de 1. 

Référence: 

Stalistica/ Theory and Met/lOd% gy in Science and Engineering, K . A . 
Brownlee, J ohn Wiley & Sons, 1965. 



74 Ajustement d'une fonction exponentielle 

AFFICHAG' 1 TOUCH' AFFICHAGE 
TOUCHE 

I~~ 1 LIGNE CODE 

25. 84 AIS R • 
- 01 l , 26. 32 , R b 

02. 44 1 CL · A 27. 42 x' R 

03. 84 1 RIS 28. 41 t R 

04 31 l ' 29. 4' t R 

05. 22 l 'n 30. 32 , R 

06. 22 1 x-':-, 31. 33 , R 

07. 11 1 E+ 32. 22 x-:t-v R 

08. 1 - 03 1 GTO 03 33. 81 R 

09. 31 l ' 34. 32 9 R 

10. 22 l 'n 35. 42 x' R 

11 22 1 x-':-, 36. 71 x R. , . 

12. 31 l ' 37. 84 RIS R., Ex? 

13. 1 E- 38. 34 ACL R nn" 
14. 1 -<)3 1 GTC 03 39. 01 1 R '<, 

15. 31 l ' 40. 71 x R , . 
16. 2 L. A. 41. 32 , R. a 
17. 32 l , 42. 22 " R n 
18. 22 l " 43. 34 RCL R n 
19. 33 1 STC 44. 00 0 R n 
20. 00 l a 45. 71 x 

21 . 84 RIS 46. 37 GT037 

22. 22 x"" 47 . 

23. 33 1 STO 48. 

24. 01 1 49. 

REGISTRES 

. , 

1 , 
- 1 , 

1 , 
1 It, 

~ - ! 
1 

t!' 
J , 

~! 
r!:! 
r!:! 

1 , 
1 , 
1 

ï 

1 , 
1 , 
1 , 

4 
1 

l 

Exemple: 

X; 0 .72 1.31 

y; 2.16 1.61 

1. a= 3.45 , b= - 0.58 
Y = 3.45 e-0 . 58x 

2. r2 = 0.98 

Ajustement d' une fonction exponentielle 75 

1.95 2.58 3.14 

1.16 0.85 0.5 

3. pour X = 1.5 , Y = 1.44 

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS 

1 IntrOdUIre le programme c::=Jc::=Jc::=Jc::=J 
2 IMia li ser BST 1[ AIS Il Il 0.00 

3 Effeç tuer 3 pour i ~ 1. 2. . n " 1 Il Il c::=J --
~c::=Jc::=Jc::=J " 

, 
r ~~~~~~~~~e ~~~~!e " 1 Il Il Il 

" ~Œ=:JC::::O~ 
• Cllçul de ,. b et r2 ~CCJo:::::J~ • 

~c::=Jc::=Jc::=J b 

~c::=Jc::=Jc::=J " 
5 Calçul de la va leur est imée V , ~c::=Jc::=Jc::=J ~ , Pour une lutre va leur de ~ . C=:JC=:JC=:JC=:J aHer en 5 

7 Pour un nouveau CilS, a il e , en 2 c::=Jc::=Jc::=Jc::=J 



76 Ajustement d'une fonction logarithmique 

AJUSTEMENT D'UNE FONCTION LOGARITHMIQUE 

Ce programme ajuste une fonction logarithmique 

y ~ a+blnx 

à un ensemble de points 

{ (Xi, Yi) ' i = 1,2, ... , n} 

avec Xi> O. 

Il calcule: 

1. Les coefficients de régression 

b 

1 
L Yi ln Xi - - L ln Xi L Yi 

n 

1 
~ (ln xil' - - (~ ln Xi)' 

n 

1 
a = - (~ Yi - b ~ ln Xi) 

n 

2. Le coefficient de détermination 

3. La valeur estimée y pour X donné 

y ~ a + b ln x 

Remarque: 

n est un entier positif différent de 1. 

rLl:~ 
01 32 [9 
02. 44 1 Cl·R 

oi 84 1 RIS 

~ 22 1 x~y 
05. 31 1 f 

06. 22 1 ln 

07. 11 1 ~+ 
08. 1 -03 1 GTa 03 

O •• -" 1 x~v 
10. 31 1 f 

11 22 1 ln 

12 31 1 f 
-i3 11 ~-

14. 1 - 03 GTOO3 

15 31 f 

16. 21 l.R 

17. 33 STa 

18. 00 0 

19. 84 RIS 
20. 22 x~y 

21. 33 1 STa 

22. 01 1 
23. 84 RIS 
24. 32 1 g 

Ajustement d'une fonction logarithmique 77 

AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 42 x' R, • 
26. 41 t R, b 

27. 41 t R, 

28. 32 g R, 

2 •. 33 , R. 
30. 22 x;:'y R, 

31. 81 R, 

32. 32 g R, 
33. 42 x' R, 
34. 71 x R, 
35. 84 RIS A.a n 

36. 31 f R., :Eln x 

37. 22 ln R. 2 ~(lnx · )2 

38. 34 RCl Ru LV , 

39. 01 1 Ru :Ev ? 

40. 71 X R.5 ~\I' In x 
41. 34 RCl R.II 0 

42. 00 0 R.7 0 

43. 61 + R.a 0 

44. -35 GTO 35 R.g n 

45. 

46. 

47. 

48. 

49. 



78 Ajustement d 'une fonction logarithmique 

4 6 10 12 

9.3 23.4 45.8 60.1 

1. a = -47 .02, b = 41.39 
Y = -47.02 + 41.39 ln x 

2. ,' = 0.98 

3. pour x,= 8, y = 39.06 
pourx= 14.5 , 9=63.67 

NO INSTRUCTIONS DONNÉES 

, Introduire te programme 

, In it ia liser 

3 Effectuer 3 pour i ~ 1. 2. '. " '; 

'; 

ct 1 Fn~~~~~c~e ~~~~~e " 
" 

4 Calcul de a. h et r2 

5 Calcul de la valeur estimée V , 
6 Pour une autre valeur de ~ . 

aller en 5 

7 Pour un nouveau cas. aile, en 2 

TOUCHES 

c=Jc=Jc=Jc=J 
~~c=Jc=J , 

~L ~L JL 

~c=Jc=Jc=J 
t Il Il Il 

~~CQ~ 
~~CQ~ 
QDc=Jc=Jc=J 
QDc=Jc=Jc=J 
QDc=Jc=Jc=J 
c=Jc::=Jc=Jc=J 

c=Jc=Jc=J 

RÉSULTATS 

0.00 

; 

• 
b 

" 
~ 

1 
• - 1 
• - 1 
• 
1 
• 
~ 
1 

~. 

~) 
~ ! 
~! 
~! 
~! 
~ ! 
~. 

~ I 
~ I 

E:
1 

~J 
~ ! 
!-! 
E;! 
J 

Ajustement d'une fonction puissance 79 

AJUSTEMENT D'UNE FONCTION PUISSANCE 

Ce programme ajuste une fonction puissance 

y = a xb 

à un ensemble de points 

1 (x; , Y;) , i = l , 2, ni 

avec Xi> 0, Yi > 0 

(a>O) 

Si on linéarise celte équation de la manière suivante 

ln y = b ln x + ln a 

le problème peut être résolu comme un problème d'ajustement linéaire. 

Elément s calcu lés par le programme: 

1. Coefficie nt s de régression 

b 

(~ ln x,) (~ ln YI) 
~ (ln x,) (ln YI) - -----­

n 

, (~ ln XI)' 
~ (ln x;) - --­

n 

t~ ln YI ~ ln xlj 
a = exp --- - b ---

n n 

2. Coefficient de détermination 

" 
[ 

(~ ln x,) (~ ln YI)] 
~ (ln x,) (ln YI) - -----­

n 

3. La valeur estimée 5' pour x donné: 

)' = axb 

Remarque: 

n est un entier po sitif différent de 1 

, 



80 Ajustement d'une fonction puissance 

Référence: Exemple: 

Statistical Theory and Methodology in Science al/d EI/gineering, K. A. 
Brownlee, John Wiley & Sons, 1965. 

AFFICHAGE 1 AFFICHAGE 
REGISTRES TOUCHE TOUCHE 

LIGNE 1 CODE LIGNE CODE 

00. 25 . B4 RIS R, , 
01. 32 9 26. 22 x':y R, b 

02. 44 CL'A 27 . 33 STO R, 
03. B4 RIS 28. 01 1 R, 
04. 31 f 29. B4 RIS R, 
05. 22 ln JO. 32 l, R, 
06. 22 x~y 31. 42 x' R. 
07. 31 f 32. 41 t R, 
08 .• 22 ln 33. 41 t R. 
00. 11 ~+ 34. 32 10 R. 
10. -03 GTO 03 35. 33 , R.o n 

11. 31 f 36. 22 x':'y R., !:In x, 

12. 22 ln 37. Bl Ru !(ln x;)1 

13. 22 x~v 38. 32 R., !Iny, 

14. 31 f 39. 42 x' R .. !:(ln Yi)l 

15. 22 ln 40. 71 x R~ !:In Xi ln Yi 

16. 31 f 41 . B4 RIS R •• 0 
17. 11 ~- 42 . 34 RCl Ro> 0 
18. - 03 GTOO3 43. 01 1 R .. 0 
19. 31 f 44. 12 1 y' R .. 0 
20. 21 L. A. 45. 34 RCl 
21 . 32 9 46. DO 0 
22. 22 " 47. 71 x 
23. 33 STO 48. -41 GT041 
24. DO 0 49. 

E! 
~ I 

l 

~! 
~ I 
~ f 
~! 
LI 
~, 

~ ! 
t- ! 

1 
1 

1 
1 

1 
1 

1 , 
1 , 
1 , 

1 

1. 

2. 

3. 

NO 

1 

2 

3 

" f--. 

4 

5 

6 

7 

X; 10 12 15 

y; 0.95 1.05 1.25 

a = 0,03, b~ 1.46 
Y = 0.03x 1.46 

r' = 0.94 

Pour x ~ 18. y ~ 1.76 
x ~ 23. y ~ 2.52 

INSTRUCTIONS 

lot,oduire le pr~ramme 

Inl1,ahse. 

Effectuer 3 pour i -1 , 2. . " 
Efface, le don~te 
~?ff~xk·V 

Calcul de a. b et " 

Calcul de la valeur est,mée y 
POUl une autre valeur de ~. 
aller en 5 

Pou r UII nouveau cas. aile, ell 2 

Ajustement d'une fonction puissance 81 

17 20 22 25 27 30 32 35 
1.41 1.73 2.00 2.53 2.98 3.85 4.59 6.02 

DONNEES TOUCHES RÉSULTATS 

[::=::J [::=::J [::=::J [::=::J 
~~[::=::Jl 0.00 

., I~g~ 
" ~[::=::J[::=::J[::=::J 
., f Il Il Il 

" ~~~~ 
~~o::::J~ • 
~[::=::J[::=::J[::=::J b 

~[::=::J[::=::J[::=::J " 
• ~[::=::J[::=::J[::=::J ; 

[:=:J [::=::J [::=::J [::=::J 
[::=::J [::=::J [::=::J [::=::J 



r 82 Analyse de la variance (une variable à la fois) 

ANALYSE DE LA VARIANCE (UNE VARIABLE A LA FOIS) 

L'analyse de la variance est un test de comparaison simultanée de plu­
sieurs moyennes d'un nombre k de groupes de traitement. Le groupe 
i (i ~ 1, 2, ... , k) a ni d'observations (le traqtement peut comporter un 
nombre égal ou inégal d'observations). 

Sommei = somme des observations dans le groupe de traitement i 

ni 

L Xij 

j= 1 

k ni 

k ni L L 
Total SS = L L: xl i= 1 j= 1 

Xi) 2 

k 
i= 1 j= 1 

Lni 
i= 1 

k 

Treat SS = L 
i = 1 

Erreur SS = Total SS - Treat SS 

df, = Treat df= k - 1 

k 

df2 ~ Erreur df= L ni - k 
i= 1 

Treat SS 
Treat MS = -;0----'.-':-:0 

Treat df 

E MS 
Erreur SS 

rreur = 
Erreur df 

F = Treat MS 
ErreurMS ~vec k - 1 et degrés de liberté) 

k 

L ni- k 
i=1 

~-, 

Analyse de la variance (une variable à la fois) 83 

Référence : 

Mathematical Statistics, J. E. Freund, Prentice Hall , 1962. 

AFFICHAGE J AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

~oOEI LIGNE CODE 

00. 25. 01 1 Ro Ut ilisé 

01. 33 STO 26. 8 1 R 1 Utilisé 

02. 61 + 27. 33 STO R 2 Util isé 

03. 00 a 28. 61 + R 3 Utilisé 

04. 32 g 29. 02 2 R 4 :En; 

05. 42 " 30. 3' RCl R.s :EEx,2 
06. 33 STO 31. 00 a R , :E:Exf 
07. 61 + 32. 33 STO R 1 Somme 
08. OS S 33. 07 7 R '-.!L 
09. 01 1 34. 33 STa R,O 
la. 34 RCl 35. 61 + A~ 

11. 01 1 36. 06 6 R. , 
12. 61 + 37. 34 AC l A., 
13. 33 STa 38. 0 1 1 A., 
14. 01 1 39. 33 STO R •• 
15. -00 GTO 00 40. 6 1 + R •• 
16. 01 1 41. 04 4 A • • 
17. 33 STO 42 . 00 0 A., 
18. 61 + 43. 33 STO R .. 
19. 03 3 44. 00 0 R., 
20. 34 RCl 45. 33 STa 
21. 00 0 46. 01 1 
22. 32 g 47. 34 RCl 
23. 42 " 48. 07 7 
24. 3' RCl 49. ~OO GTO 00 



84 Analyse de la variance (une variable à la fOis) 

Exemple: 

2 3 4 5 6 

10 8 5 12 14 Il 

Traitement 2 6 9 8 13 

3 14 13 10 17 16 

Somme 1 ~ 60.00 
Somme 2 ~ 36.00 
Somme 3 ~ 70.00 
Total SS ~ 172.93 
Treat SS ~ 66.93 
Erreur SS ~ 106.00 
F ~ 3.79. 

NO INSTRUCTIONS DONNÉES TOUCHES 

1 1 ntroduire le programme c=Jc=Jc=Jc=J 
2 InItialiser c:::::!:::J~~c=J 
3 Effectuer 3- 5 pour i " 1, 2, ... . Il 

4 Effectuer 4 pour J - 1. 2 .. . , ni Xii RIS 

5 GTO 1 6 RIS 

6 Calcul de F RCl u:::::J~u:::::J 
c::;:=Jc:::2:::J~~ 
c:::Jc::::Jc=Jc=J 
~CLJ~c:::!:::J 
c::;:=Jc:::2:::J~ ~ 
c::::Jc:::Jc=Jc=J 
c:::Jc=Jc=Jc=J 
c:::::!:::J1 lAST. I~ ITJ 
C2=:Jc:::Jc:::J~ 
~c::::J~ITJ 
c:::Jc:::Jc:::J c=J 

7 Pourun nouveau cas. allel en 2 c=Jc=Jc=Jc=J 

RÉSULTATS 

0.00 

i 1 
Somme i 

Total SS 

Treat SS 

Erreur 55 

F 

Test t sur des paires de variables 85 

TEST t SUR DES PAIRES DE VARIABLES 

Soit une série d'observations prises deux par deux dans deux populations 
normales de moyennes inconnues ~1 et ).i2· 

Xi 

Yi 

Si 

So= 

Le test statist ique 

X, 

y, Yn 

n 

D=~ :L Di 
n 

i = 1 

, 1 ( )' ~Di -- ~Di 
n 

n - 1 

SD 
S[)=--

.,;n 

D 
t= -

Sjj 

qui a (n-I) degrés de liberté peut être utili sé pour tester l'hypothèse nulle: 

HO:f11 ~f12 

Référence: 

Statistics in Research, B. Ostie, Iowa State University Press, 1963. 



86 Test t sur des paires de variables 

~ 
AFFICHAGE 

TOUCHE REGISTRES 
1 LIGNE 1 COOE LIGNE CODE 

25. Bl R, , 
0;: 32 1_ 26. 84 RIS R, 

02. 44 1 Cl'R 27 . 34 RCl R, 
03. B4 1 RIS 28. B3 R, 
04. 51 1- 2 • . 00 a R. 
os. 11 r+ 30. 01 1 R. 
06. 1 -03 1 GTO 03 31. 51 - R. 
07 . 51 1 - 32. 00 GTQDO R, 
OB . 31 1 f 33. R 
09. 11 r- 34. R. 
10. -03 1 GTO 03 35. R .. n 

11. 32 1 9 36. R., I: Di 

12. 33 . , 37. R., l:D? 

13. 34 RCl 38. R., Utilisé 

14. B3 39. R .. Ut ilisé 

15. 00 l a 40. R • Utilisé 

16. 31 l '-
41 . R •• 0 

17. 42 I V. 42. R., 0 

18. 81 l ' 43. R .. 0 

19. 33 1 STO 44. R •• 0 

20. 00 la 45. 

21 . 31 f 46. 

22. 33 i 47 . 
23. 34 RCl 48. 

24. 00 10 49. 

Exemple: 

XI 14 17.5 17 17.5 15.4 

YI 17 20.7 21.6 20.9 17.2 

1=-7.16 
df= 4.00 

NO INSTRUCTIONS DONNEES TOUCHES RÉSULTATS 

, IntrodUire le programme c:::=J c:::=J c:::=J c:::=J 
2 InitIaliser ~~E5l 0.00 

3 Elfactua.3 pour 1 - 1, 2 .... n '; f !~I Il 

" ~c:::=J c:::=Jc:::=J ; 

3' f~~~~~;~e ~o~~~ " f lr Ir Il 

" ~CDC2:::J~ 
4 Ca'cul de t et df ~~~~ , 

l 
~ c:::=Jc:::=Jc:::=J dt 

, Pour un nouveau cas. aller an 2 c:::=J c:::=J c:::=J c:::=J 

Test t sur deux moyennes 87 

TEST t SUR DEUX MOYENNES 

Supposo ns que (Xi> X" ... , xnll et (Yi> y" ... , Yn21 so ient deux échantillons 
pri s au hasard de deux populations normales de moyennes inconnues 
~1 et /l 2 et de variance égale et inconnue Ci2. 

Ce programme permet de tester l'hypothèse nulle 

HO : ~I - ~2 = D 

où D est un nombre donné, 

Soit 

1 
n, 

x=- L XI n, 
i= 1 

1 
n, 

y=- L YI 
n, i= 1 

On peut utiliser la statistique de t dont la distribution a n i + n, - 2 degrés 
de liberté pour tester l' hypothèse nulle. 

Référence: 

Starisrica/ TheO/)' and Method%gy in Science and Engineering, K . A. 
Brownlee, John Wiley & Sons, 1965. 



88 Test t su r deux moyennes 

AFFIC H AG E 1 A FFI C HA GE 
T O U C HE TOUC H E R EG IST R ES 

LIG N E 1 CO DE 1 LIGNE CO D E 

00. 25. 83 R, " 01. 22 x<;"y 26. 02 2 R, ~x· 

0 2. 51 - 27. 61 + R, IXil 

03. 34 RCl 28. 34 RCl R, x 
04. 00 0 29. 04 4 R. y 

05. 13 'l, JO. 32 , R . 
06. 34 RCl 31. 42 x' R. 
07 . 83 32. 34 RCl R , 
08. 00 0 33. 83 R. 
09. 13 'l, 34. 00 0 R , 
10. 61 + 35. 71 x R .. " 
11. 31 f 36. 51 - R. Iv: 

12. 42 v'x 37. 34 RCl R., Iv? 

13. Bl 38. 00 0 R., Ut ilisé 

14. 34 RCl 39. 34 RCl R .. Utilisé 

15. 02 2 40. 83 R" Utilisé 

16. 34 RCl 41 . 00 0 R.a 0 
17. 03 3 42. 61 + Rn 0 
18. 32 , 43. 02 2 R" 0 
19. 42 x' 44. 51 - Ret n 
20. 34 RCl 45. Bl 
21. 00 0 46. 3 1 f 

22 . 71 x 47. 42 V>< 
23. 51 - 48. Bl 
24. 34 RC l 49. -()() GTO DO 

[: 1 

1 
1 

1 

IL 

Exemple: 

x: 79, 84, 108, 114, 

y: 9 1, 103, 90 , 11 3, 

n, = 8 

n, 10 

Si D ~ O (i.e .. Ho: !l I ~ !l 2) 

et x ~ 106.25 

'}= 92 .5 

t = 1.73 

Test t sur deux moyennes 89 

120, 103, 122, 120 

108, 87, 100, 80, 99, 54 

NO INSTRUCTIONS DONN~ES TO U C H ES RÉS U LT ATS 

, IntrodUire le prO<;jramme C=:JC=:JC=:JC=:J , Inlitaliser , ~ 0 .00 

J Effectuer 3 pour i " 1. 2. .. n, " Œ::J C=:J ; 

" Effacer la donnée tncorrecte xk '. 1 E-

4 Menreen mémone les sommes, ~c:::=:Jo::::J~ calcul de Il 

o::::J ~c:::=:Jc:::cJ 
~c:::cJ~c:::=:J 
r::::îJ~r::::îJc:::cJ 
G::J~c::::ï::JC=:J , 

5 Inlitaltse. POUl y , JL Cl'R JL J L 0.00 

• Effeclue.6 pour J a 1. ,. .. , n2 " r. Il Il Il j 

.' Effacer la donnèe tncorrecte Yh '. Q:=Jc:::I:::JC=:JC=:J --;- Calcul de V Q:=JG::J~G:::J , 
B Introduore D; calcul de t 0 ~G:::Jc:::=J~ 

c::::CJ~Q!OC=:J , 
9 POUl une aut.e valeu. de D, 

aile. en 8 C=:JC=:JC=:JC=:J 
'0 Pour un nouveau cas, aller en 2 JC=:JC=:JC=:J 



90 Test de signification d'une moyenne 

TEST DE SIGNIFICATION D'UNE MOYENNE 

Pour une population du type (XI> X2, ... , Xn) ayant pour variance <9, le 
test de l'hypothèse nulle 

Ho: moyenne ~ = ~o 

est basé sur la statistique z (ayant une distribution suivant une loi du 
type normal) 

...[fi (X -Ilo) 
z= 

a 

Si la variance a2 est inconnue, on utili se au lieu de Z: 

t = 
...[fi (X -Ilo) 

s 

La stati stique t a une distribution suivant une loi de t à n- I degrés de 
liberté. x et s représentent respectivement la moyenne et l'écart type. 

~ r. - , 
Test de signification d'une moyenne 91 

TOUCHE REGISTRES LlGN E~ 1 LIGNE COOE 

00. 25. , 
R 0 Po 

01 . 33 2.. 22 x","y R, ,fi lx - Po) 

02. 00 0 27. 8' + R, 
03. 84 RiS 28. -00 Gro 00 R, 
04. 3' 1 2 • . R. 
05. 33 , JO. R. 
06. 34 RCl 3' . R. 
07 . 00 0 32. R, 
OB. 5' - 33. R. 
09. 34 ,RCl 34. R, 
'0. 83 . 35 . R.o n 

11. 00 0 36. R., ~Xi 

12. 31 1 37. R. ~ ~Xi~ 

13. 42 ";x 38. Ru Utilisé 

14. .71 x 3 • . R .. Utilisé 

15. 33 STO 40. R .,s Utilisé 

16. 0' 1 41 . R.,O 

17. 32 , 42. R., 0 

18. 33 • 43 . R~ 0 

19. 34 RCl ... RH 0 

20. 01 1 45. 

21. 22 x","v 46. 

22. 81 + 47. 
23. 84 RiS 48. 

24. 34 RCl 49. 

Exemple: 

Si ~o = 2, on obtient pour l'ensemble 

{2.73, 0.45, 2.52, 1.19, 3.51, 2.75, 1.79, 1.83, 1, 0.87, 1.9, 1.62, 1.74, 1.92, 
1.24, 2.68,l 

test statistique t = 0.69 
et z = 0.57 si 6 = 1. 

NO INSTRUCTIONS 

1 Introdu lfe le programme 

2 Inlhallser 

3 Effectuer 3 pOur 1 - 1.2 ..• n 

~ 
Introdulfe Ilo 
~.~ 

Calcul de [ 
t- t-- ~ 

t-'-- Inlrodulfe ~si connu) 

7 Pour un nouveau cas. aller en 2 

DONNÉES TOUCHES RESULTATS 

c:::Jc:::Jc:::Jc:::J , ~ Il 0.00 

'; I-> c:::Jc:::Jc:::J ; .. 65T RIS Il Il .. 
~c:::Jc:::Jc:::J , 

0 ~c:::Jc:::Jc:::J • 
c:::J c:::Jc:::Jc:::J 
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TEST DE SIGNIFICATION DU COEFFICIENT 
DE CORRÉLATION 

La statistique suivante t , sous l'hypothèse de l'analyse de corrélation 
normale, peut être utilisêe pour tester l'hypothèse nulle P ~O 

t = 

où r représente l'estimation (basée sur un échantillon de n objets) du 
véritable coefficient de corrélati on p. Cette statistique t a une distribution 
t à n- 2 degrés de liberté. 

Pour tester l'hypothèse nulle P ~ Po, on utilise la statistique z. 

z = ~ 
2 

où z est distribué suivant une loi normale. 

Références: 

1. Hoggand Craug, flllroduc/iolllO Ma/hema/ical S/a/is/ics , Macmillan Co., 
1970. 

2. J. Freund, Ma/hemo/ical Sta/is/ics, Prentice-Hall, 1971. 

E 

~I 

1 

~ I 
~ I 

l 

Test de signification du coefficient de corrélation 93 

AFFICHAGE 1 AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

LIGNE 1 CODE 1 LIGNE CODE 

00. 25. 34 RCl R , 
01. 34 RCl 26. 00 0 R, 0 

02. 01 1 27. 51 - R, p, 

03. 02 2 28. 81 R, 
04. 51 - 29. 01 1 R. 
05. 3 1 1 30. 34 RCl R, 
06. 42 ...f' 31 . 02 2 R 
07. 34 Rel 32. 51 - R, 
08. 00 0 33. 71 , R. 
09. 71 , 34. 01 1 R, 
10. 01 1 35. 34 RCl R~ 

11. 34 RCl 36. 02 2 R., 
12. 00 0 37. 61 + R., 
13. 41 t 38. 81 R .. 
14. 71 , 39. 31 1 R" 
15. 51 - 40. 22 10 R~ 

16. 31 1 41 . 34 RCl R •• 
17. 42 ...f' 42. 01 1 R., 
18. 81 43. 03 3 RM 
19. 84 RIS 44. 51 Rri 
20. 34 RCl 45. 31 1 
21 . 00 0 46. 42 "c, 
22. 01 1 47. 71 , 
23. 61 + 48. 02 2 
24. 01 1 49. 81 

Exemple: 

Si r ~ O.12 et n ~3 1. on obtient: 
t ~ 0.65 et 
Z ~ 0.64 (pour Po ~ 0). 

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS 

1 IntrodulfS le programme c=:Jc=:Jc=:Jc=:J 
2 1 ntrodulrs r el n , C§:]c::::cJ c=:Jc=:J 

0 C§:]ITJc=:Jc=:J 
3 Introduire Po (pour avoir z) p, C§:]c:::I:Jc=:Jc=:J 
4 Pour calculer seulement z. 

aller en 6 c=:Jc=:Jc=:Jc=:J 
5 Calcul de t ~~c=:Jc=:J , 
6 Calcul de l ~c:::I:Jc::::cJ~ , 
7 Pour un nou~eau cas, aller en 2 c=:Jc=:Jc=:Jc=:J 
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94 Calcul de la valeur du Chi-Carré (valeurs prévues égales) 

CALCUL DE LA VALEUR DU CHI-CARRÉ 
(VALEURS PRÉVUES ÉGALES) 

Ce programme calcule la valeur du chi-carré X2 pour vérifier le degré de 
perfection d'un ajustement lorsque les fréquences prévues sont égales. 

n 

i= 1 

(Di - Ei)' 

Ei 

où Oi = fréquences observées 

~O 
E f ' , • = requences prevues = -­

n 

~ ~~ 1 LIGNE ICODE 

25, 

01, 3. ACl 26, 

02. B3 , 27. 

03, 02 2 26. 

04,_ 3. ACl 29. 

05. B3 , 30, 

06, 00 0 31, 

07. 71 x 32. 

06. 3. ACl 33. 

09, 63 , 34, 

10. 01 1 35, 

11. B1 + 36. 

12. 31 f -",-, 
13. 3. lAST X 36, 

14, 51 39, 

15, -00 GTOOO 40, 

16, 41 

17, 42. 

16. 43. 

19, 44. 

20, _ 45, 

.21, 46, 

22, 47. 

23. 46, 

24, 49. 

TOUCHE REGISTRES 

A, 
A, 

A, 
A, 

A. 
A, 
A, 
A, 

A, 
A, 

A~ n 

R.! !:O 
Ru LO .1 

R.3 Utilisé 

R~ Utilisé 

R~ Utilisé 

R.e 0 
R.7 0 
A~ 0 

R.II 0 

~ I 
I!:.- . 

~ ! 
~! 
~! 
g! 

Calcul de la valeur du Chi -Carré (valeurs prévues égales) 95 

Exemple: 

Un joueur lance un dé 120 foi s (voir ci-dessous tableau des fréquence s), 
Les fréquences prévues étant égales (E ~ 20), X2 peut-il être utilisé pour 
tester si le dé est juste? 

numéro 1 2 3 4 5 6 

fréquence Di 25 17 15 23 24 16 

x' = 5,00 

NO INSTRUCTIONS OONNÊES TOUCHES RÉSULTATS 

1 Introduire le programme c:::::=J c:::::=J c:::::=J c:::::=J 
2 Initialiser , ~ c:::::=Jc:::::=J 0.00 

3 Effectuer 3 pour i = 1, 2, 
" " D, • 1 c:::::=J c:::::=J i 

3' Effacer la donnée incorrecte Ok O. f I- Il Il 
• Calcu l de x~ ~~c:::::=Jc:::::=J " 5 Pour un nouveau cas, aller en 2 c:::::=J c:::::=J c:::::=J c:::::=J 



96 Calcul de la valeur du Chi-Carré (valeurs prévues différentes) 

CALCUL DE LA VALEUR DU CHI-CARRÉ 
(VALEURS PRÉVUES DIFFÉRENTES) 

Le test de l'accord global entre une «distribution observée» et une «distribu­
tion théorique» spécifiée «a priori» ou ajustée aux observations est 
obtenu en calculant la quantité 

n 

L 
i = 1 

où les Ûi sont les fréquences observées et les Ei les fréquences prévues 
pour la distribution ajustée. 

Remarque: 

Afin d'exécuter le meilleur test d'ajustement à un ensemble de données, 
la combinaison de plusieurs classes peut se révéler nécessaire pour 
s'assurer que chaque fréquence théorique n'est pas trop petite (pas plus 
petite que 5). 

Référence: 

J. E. Freund, Matltemalical Slalislics, Prentice-Hall, 1962. 

Calcul de la valeur du Chi-Carré (valeurs prévues différentes) 97 

~I L1;;GN~EI~ CO~DEf, IT~o:u~C.:H~E l ! L1GN~ 1 CODE TOUCHE 

00. 25. 51 - Ro " 

01. 00 a 2.. 31 f R, ElOi - 'il'IEi • 

REGISTRES 

02. 33 STO 27. 34 lAST X R, 

03. 00 a 28. 22 ,ctv R, 

04. 33 STO 29. 32 gR. 

05. 01 1 3D. 42 " R . 

06. B4 RIS 31 . 22 ,ctv R. 
07. 51 - 32. Bl~ R, 

08. 31 f 33. 33 STO R. 

09. 34 lAST X 34. 51 - R, 

la. 22 ,ctv 35. 01 1 R .. 

11. 32 9 36. 34 RCl R., 

12. 42 " 37. 00 a R., 

13. 22 ,ctv _ 38, 01 1 R., 

14. BI ~ 39. 51 _ R .. 

15. 33 STO 40. 33 STO R •• 1.. 61 + 41. 00 a R •• 

17. 01 1 42. c OS GTO 06 R., 

lB. 34 RCl 1--'=-43.+-_+--_----l~R:= .. '---------___j 
19. 00 a 1-c:...::...44.+-_+--_----l'-'R"""'--_____ --' 
20. 01 1 1-'='-45.+----+ __ -1 
21. 61 + I--='-46.+-_+--_----l 
22. 33 STO 1--'0'-47.+-_+--_----l 
23. 00 a 48. 

24. -06 GTO 06 49. 

Exemple: 

8 50 47 56 5 14 

Ei 9.6 46.75 51.85 54.4 8.25 9.15 

x' = 4.84 

NO INSTRUCTIONS DONN!::ES TOUCHES RÊSUlTATS 

1 Introduire le pfogramme c=Jc=Jc=Jc=J , Initialiser ~~c=J 0.00 , , Effectuer 3 pOUf i - 1, 2. .. " a, c::::!::]c=Jc=Jc=J 
E, ~c=Jc=Jc=J , 

" 
Effacer la donnée 

0, 1 Il Il Il incorrecte 0 . E 

E, ~c::2:Jo:::::JD!D 
4 Rappeler X' du re<Jlstre R, ~C::::!::]c=Jc=J ,; 
5 Pour un nouveau cas, aller en 2 c=Jc=Jc=Jc=J 



98 Tableau de contingence (2 x k) 

TABLEAU DE CONTINGENCE (2 X k) 

Les tableaux de contingence peuvent être utilisés pour tester l' hypo­
thèse nulle: deux variables sont indépendantes. 

A 

B 

Totaux 

2 

a, 
b, 

N, 

3 

a, 
b, 

N, 

k Totaux 

NA 

NB 

N 

Le test statistique '/.2 a k - I degrés de liberté 

k b.' 
~-' -N 

N· 
Î""l 1 

Le coefficient de contingence C de Pearson mesure le degré d'association 
de deux variables 

f!i c= _X_ 
N + X' 

Référence: 

Slalis/ics in Research, B. Ostie, Iowa State University Press, 1963. 

r LIGNE r COOE TOUCHE '~ 00. 

01. 33 
02 03 

03. 33 

0.: 61 

05. 01 

06 22 

07. 33 

08. 02 

09. 33 

10. 61 

11. 00 

12. 61 
-'13. 31 

1 •. - '2 

15. 34 

16. 03 

17. 22 

18. 81 

19. 3' 
20. 02 

21 31 -". 3. 
23. 81 
24. 11 

Exemple: 

A 2 

B 3 

2 

5 

8 

3 

STO 

+ 
1 

x,",v 

STO 

2 

STO 

+ 
0 

+ 
f 

J, 
ACl 

3 

x,",v 

~ 

ACl 

2 

f 

LAST X 

~ 

"+ 

3 

4 

7 

x' = 0.02 C =0.03 

NO INSTRUCTIONS 

, Introduire le programme 

, Initialiser 

3 Effectuer 3 POUf i - 1, 2, ." k 

• Calcu l de )(2 

5 Calcul de C 

6 Pour un nouveau cas, al ler en 2 
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AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 00 GTO 00 R, N, 
26. 3' ACl R, N. 
27. 83 R, 'i 
28. 02 2 R, bi 

29. 3' ACl R. 
30. 00 0 R, 

31. 81 T R. 
32. 3. RCl R, 

33. 83 R, 
3 •. O. • R. 
35. 3' RCl R.a k 

36. 01 1 R. 1 La;/-..!Ni 
37. 81 R.2 La-2 /N; 
38. 61 + R.3 rb:/JN; 
39. 01 1 R •• Lb,2/N ; 

'0. 51 - Rd La,b;lN; 
41. 3' ACl R.e 0 

'2. DO 0 R.1 0 

43. 3' RCl R., 0 

44. 01 1 R.g 0 

45. 61 + 
46. 71 x 

47. -DO GTOOO 

48. 

49. 

DONNÉES TOUCHES RÉSULTATS 

c:::::::::::J c:::::::::::J c:::::::::::J c:::::::::::J 
c:i:::J~~c::cJ 
~ c::2::::J ~ c:::::::::::J 0.00 

" f Il Il Il 
b, ~ c:::::::::::J c:::::::::::J c:::::::::::J i 

GTO Il , If 6 Il AIS x' 

c::2::::Jc::2::::J~CO 
~ c::::;:::J c::::::=J c:::J 
c::::::=J c::::;:::J Œ:J c:::::::::::J C 

c:::::::::::J c:::::::::::J c:::::::::::J 1 
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TABLEAU DE CONTINGENCE 2 X 2 
AVEC CORRECTION DE YATES 

Ce programme calcule X2 pour une table de contingence 2 x 2 contenant 
des fréquences observées. Dans ce calcul, la correction de continuité de 
Yates est utilisée. 

Pour la table suivante: 

Groupe A 

Groupe B 

a 

e 

2 

b 

d 

(a + b + e + d) [lad - bel - \'Z (a + b + e + d)]' 
(a + b)(a + e)(e + d) (b + d) 

~ 
AFFICHAGE 

TOUCHE REGISTRES 

~~ LIGNE CODE 

25. 51 - R, • 

01. 6' + 26. 32 9 R, b 

02. 33 STO 27. 42 " 
R, , 

03. 05 5 28. 34 Rel R, d 

04. 61 + 29. 00 0 R~ a + b + c+d 

05. 61 + 30. 34 Rel R 5 C + d 

06. 33 STO 31. 01 1 R, 

07. 04 4 32. 61 + R, 

08. 22 , <'v 33. 81 R, 

09. 34 Re l 34. 34 Rel R. 
10. 03 3 35. 00 0 R •• 
11. 71 , 36. 3. RCl R., 
12. 34 RCl 37. 02 2 Ru 
13. 01 1 38. 61 + R., 

14. 34 RCl 39. 81 RH 
15. 02 2 40. 34 RCl R" 
16. 71 , 41. 05 5 R., 
17. 51 - 42. 81 R., 

18. 32 9 43. 34 Rel R .. 

19. 42 " 44. 01 , R .. 

20. 31 f 45. 34 Rel 
21. 42 .;x 46. 03 3 
22. 22 ,<'v 47. 6' + 
23. 02 2 48. 8' 
24. 8' + 49. 71 , 

1 , 
1 
1 

~ ! 
~ ! 
~! 
~! 
~! 
~ ! 

1 
1 

1 
1 

~! 
1 
1 

1 
1 

1 
1 
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Exemple: 

1 2 

A 9 21 

B 17 13 

X' = 3.33 

NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

, Introduire le p rogramme c=Jc=Jc=Jc=J r, M ise en mémoire des donnêes • ~LDc=Jc=J 
b ~c:::2:::Jc=Jc=J 
, ~c:::2::Jc=Jc=J 
d ~c:::2::Jc=Jc=J 

J Calcul de X' ~~c=Jc=J i' 
4 Pour un nouveau cas. aller en 2 c=Jc=Jc=Jc=J 
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TEST DU CHI-CARRÉ DE BARLETT 

k 

fIn S2 - L fi ln Si 
2 

x' 

avec Si2 = variance du ième échantillon 
fi ~ degrés de liberté relatif à Si' 
i = 1, 2, ... , k 
k ~ nombre d'échantillons. 

k 

L fi ,,' 
S2 =- ci_=:.-'-,,-_ 

f 

k 

f= L fi' 
i= 1 

i= l 

Ce"lJ suit approximativement une distribution de chi-carré avec k - l degrés 
de liberté pouvant être utilisée pour tester l'hypothèse nulle à savoir que 
s}2, S22, ... , Sk2 sont des estimations de la variance 62 d'une même popu­
lation, c'est-à-dire: 

Ho: S\2, 522, ... , Sk2 sont des estimations de 62. 

Référence: 

SIGtistical TheOl'Y lVith Engineering Applications. A. Hald, John Wiley & 
Sons, 1960. 

~ 

'~ ['iJGNE [CODE TO UCH E 

00: 
-01. 33 STO 

02: 61 + 
03. 03 3 

04. 13 'j. 
05. 33 STO 

06. " + 
07. D2 2 

OB. B1 " 
09. 34 RCL 

10. DO 0 

11. 31 t 

~ 22 '0 
13. 14 RCL 

14. J1 1 

15. 71 , 
16. 11 "+ 
17. ln GTOOO 

18. M RCL 
19. . 
20. m 3 

2i: " RCl 
22. 03 3 
23. RI " 24. " t 

Exemple: 

2 

s·, , 5.5 5.1 

fi 10 20 

x' = 0.25 

NO INSTRUCTIONS 

1 Introduire le programme 

2 Initialiser 

3 Effectuer 3 pour i • 1, 2, . 1 

4 Calcul de X' 

5 Pour un nouveau CilS. aller en 2 
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AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 22 '0 Ra s;r 
26. 34 RCL R, t, 

27. 03 3 R, 1: '/f; 

28. 71 , R, 1:f; 

29. 34 RCL R. 
JO. 83 R. 
31. 01 1 R, 
32. 51 - R, 
33. 34 RCL R, 
34. 02 2 R, 
35. 34 RCL R~ k 
36. 03 3 R •• 1:f; ln Sil 

37. 13 'j. R.2 1:(fi ln Si))) 

38. 51 - Ru I:fis i) 

39. 34 RCL R ... 2:(fiS;l)l 

40. 83 ReS 2:f;15;1 ln Sil 

41. 00 0 R.!I 0 

42. 01 1 R.r 0 

43. 51 - R.a 0 

44. 03 3 R., 0 

45. 71 , 
46. 81 

47. 01 1 
48. 61 + 
49. 81 

3 4 5 6 

5.2 4.7 4.8 4.3 

17 18 8 15 

DONNÉES TOUCHES RÉSULTATS 

c::::=J c::::=J c::::=J c::::=J 
CLJ~~c::::D 
C§:]c::::Q ~c::::=J 0.00 

" STO Il 0 Il 
f, C§:]c:::::!:::J~ , 

1 GTO Il 1 Il , ~ ><' 

c::::=J c::::=J c::::=J c::::=J 
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TEST DE BEHRENS-FISHER 

Ce programme permet d'effectuer un test de comparaison des moyennes 
!lI et !l2 (inconnues) de deux populations du type normal de variances 
inégales 61' et 6,' à partir de deux échantillons IXh X2, ... , xn]} et 
{YI, Y2, ... , Yn2} prélevés dans ces deux populations en calculant 

d = _~X~-~Y=-~D~,.-
S1

2 
S22 

--+--
nI "2 

où X et y sont les moyennes respectives des deux échantillons, et s\2, 522 

leur variantes estimées. 

Ceci est utilisé, à la place du test , pour tester l'hypothèse nulle 

Ho:!l] - !l, = D 

Les valeurs extrêmes de ce test sont compilées dans les tables de Fisher­
Yates pour plusieurs valeurs de nb "2, a et fJ où cr est le niveau de 
signification et 

Notation: 

2:X i x= 

_ Ly; 
y=-­

n, 

Référence: 

8 =arc tg - - . 
(

SI ~,) 
S2 nI 

Ly;' - [(Ly;)' ln,] 

02 - 1 

1 , 
1 , 

1 , 

1 
1 

1 , 

é; ! 
~ ! 
~ ! 
fi! 
~! 
~! 
~! 
~! 
~r 
~! 
~, 
~I 

1 
~1 

Fisher and Yates, Statistical Tables for Biolagical. Agricultural and ~ 
Medical Research, Hafner Publishing Co., 1970. 

AFFICHAGE 1 
TOUCHE 

00. 
! LlGNE .ODE 1 

01. 41 t 

02. 41 

03. 31 

04. 33 

05. 22 

06. 23 

07. 61 

OB. 34 

09. 00 

10. 22 

11. 51 

12. 41 

13. ., 
14. 32 

15. 33 

16. 34 

17. 83 

18. 00 

19. 31 

20. .2 

21. 81 
22. 33 
23. 02 
24. 22 

Exemple: 

t 
f 
, 
x1:-y 

R' 
+ 

Rel 
a 
x1:-y 

-
t 
t 

9 
, 
Rel 

a 
f 
v> -
STO 
2 

x~y 

x: 79, 

y: 91, 
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AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. 23 R' R, , 

26. 32 9 R, Sl/Vn: 

27. .2 " R 2 $1/";;; 

28. 34 RCl R, 
29. 01 1 R, 
30. 32 9 R, 
31. .2 " R, 
32. 61 + R, 
33. 31 f R, 
34. 42 ,J, R, 

35. 81 RItO Uti l isé 

36. 84 RIS R., Utilisé 

37. 34 Rel Ru Utilisé 

38. 01 1 Ru Utilisé 

39. 34 Rel R.~ Utilisé 

40. 02 2 R.s Utilisé 

41. 81 R .. o 
42. 32 R.lO 

43. 1. tan- 1 RM a 
44. _00 GTn 00 R.,o 
45. 

46. 

47. 

48. 

49. 

84, 108, 114, 120, 103, 122, 120 
103 , 90, 1l3, 108, 87, 100, 80, 99, 54 

Ho: PI = p, (D = 0), n, = 8, n, = 10, x = 106.25 

s,/,;rt; = 5.88, d = 1.73, 8 = 47.880 
(=0.84 radians = 53.20 grades) 

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS 

1 Int,odui ,e le programme c:=:Jc:=:J c:=:Jc:=:J 
2 InitIaliser c:::::i::J ~ c:=:Jc:=:J 0.00 

3 Effectue, 3 pour i .. 1. 2 ... n, '; " l[ JI Il ; 

" Effacer la donnée incorrecte ~k " f l~1 Il 
4 Calcul de x et de s,/ ... TrI; ŒJc:::D~~ , 

c:::::i::J c::::=J~c=J 
~ŒJ[EJc::::=J $"..;-ii7 

~ŒJc:::::i::J~ 0.00 , Effectuol5 pour 1 " 1. 2- ... n2 ,; H Il Il Il ; 

" Effacer la donnée incorreGtll Yh '" ŒJ ,- Il Il 
6 Introduire D; calcul de d et () 0 ~~c:=:Jc:=:J d 

~ c::::::::=:J c:=:J c::::::::=:J , 
7 Pout un nouveau cas. aller en 2 c:=:J c::::::::=:J c:=:J c::::::::=:J 
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COEFFICIENT DE CORRÉLATION BI-SÉRIALE 

Le coefficient de corrélation bisériale rb est utilisé lorsqu'une variable y est 
mesurée quantitativement tandis que l'autre variable continue x est dicho­
tamisée artificiellement (c'est-à-dire définie artificiellement par deux 
groupes). Ce coefficient mesure le degré d 'association linéaire entre X et Y. 

Supposons que x soit égal à 0 ou 1. 

Soit: n, ~ nombre de x tels que x ~ 1 
n ~ nombre total de points de données 

L 'y; ~ somme des y tel s que x ~ 1 
L y; ~ somme de tous les y 

a~ordonnée correspondant à z sur la courbe de Gauss telle que la 
surface située à droite de z soit égale à p = ~ I. 

o z 

Remarque: 

Pour que l'interprétation de Yb ait un sens, il faut que: 

l. y soit distribué normalement; 
2. la vraie distribution de x soit normale. 

Référence: 

Stalisties in R eseareh, B. Ostie, Iowa State University Press, 1963. 

AFFICHAGE 1 
TOUCHE 

I":ONE .00' 1 

01 34 RCl 

02. B3 

03. 03 3 

04. 34 RCl 

05. B3 

06. 01 1 

07. 61 + 
08. 33 sTO 
09. 02 2 

la. 31 f 

11. 34 LA$T X 

12. 34 RCl 
13. B3 

14. 00 0 
15. 7' , 
16. 22 X?y 
17. 34 RCl 
18. 0' 1 

19. 71 , 
20. 51 -
21. 34 RCl 
22 . B3 
23. 00 0 
24. 34 RCl 
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AFFICHAGE 
TOUCHE REGISTRES 

LIGNE CODE 

25. B3 R, , 
26. 02 2 R, n, 
27. 34 RCl R, tYi 
28. B3 R, 
29. 04 4 R, 
JO. 61 + R. 
31. 71 , R, 
32. 34 RCl R, 
33. 02 2 R, 
34. 32 9 R. 
35. 42 " R.o n 
36. 51 R., t'v; 

37. 3 1 f R.2 t'Yi l 

38. 42 ,r, Ru l:Y i - t'Yi 

39. 34 RCl R •• tY i2 - 1:'Yi2 

40. 00 0 R.s 0 
41 . 34 RCl R , 0 
42. 83 R.7 0 
43. 00 0 R.a 0 
44. 71 , R. 0 
45. 71 , 
46. BI 
47. -00 GTOOO 
4B. 

49. 
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Exemple: 

Xi 0 1 0 1 0 0 0 1 

Yi 3.1 2.8 5.6 0.3 2.5 2.4 4.8 2.9 7.7 

ni =4 
n=9 
a = 0.40 
'b = 0.59 

NO INSTRUCTIONS DONNÉES TOUCHES 

, Inllodulle le plogramme c=Jc=Jc=Jc=J , 'nit,a'iser c:::::LJ~~c=J , Effectuer 3 pour ~i - 1 0 c:::q~c=Jc=J 
" ~c=Jc=Jc=J 

" Efface/ la donnée incorlecte Yk 0 t Il Il 
(XII .. 1) " f Il "- Il , Effectuel4 pOUl Xi = 0 " 1 Il JI 

0 ", 1c=Jc=Jc=J 
" Effacer la donnée II'IconeCt8 Yh '" t Il Il ~I 

(xh ~ 0) 0 C:::::OCEJc=Jc=J , Introduire il et n, • ~~c=Jc:::=J 
0, ~~c=Jc=J t--

~c=Jc=Jc=J 6 Calcul de ' b 

, Pour un nouveau cas. aller 8n 2 c=J1 Il Jc=J 

RÉSULTATS 

0.00 

" 
( 

f 

f 
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COEFFICIENT DE CORRÉLATION 
DES RANGS DE SPEARMAN 

Le coefficient de corrélation des rangs de Spearman est défini par: 

n 

6 L: Di' 
i= 1 

rs= 1 - -----
n(n' - 1) 

avec n = nombre de paires d'observations (Xi, Yi) 

Di = rang (Xi) - rang (Yi) = Ri - Si 

Si les variables aléatoires X et Y correspondant à ces n paires d 'observa­
tions sont indépendantes , nous avons pour rs une moyenne nulle et une 
variance 

On peut tester alors l' hypothèse nulle 

Ho: X, Y sont indépendants. 

en utilisant 

z = ' s ,;;;-:I 

qui est approximativement une variable distribuée suivant une loi normale 
(pour n grand, par exemple n :;, 10). 

Si l'hypothèse nulle d'indépendance n'est pa s rejetée, on peut déduire que 
le coefficient de corrélation de la population p (x, v) = 0, mais la dépen­
dance entre les variables n'implique pas nécessairement que p(x, y)!"O. 

Remarque: 

- 1 ~ rs~ 1 
r s = 1 indique que les deux séries de rangs sont identiques 
et rs = -1 indique que les deux séries de rangs sont exactement inverses. 

Référence: 

Nonparametric Slalislica/lnference, J. D. Gibbons, Mc Graw Hill, 1971. 
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AFFICHAGE J 1 AFFICHAGE 
TOUCHE TOUCHE 

LIGNE CODE LIGNE CODE 

00. 25. 01 1 R, n 

01 . 51 - 26. 34 ReL R, 1:0;1 

02. 32 9 27. 01 1 R, 
03. 42 " 28. 06 6 R, 
04. 33 STO 29. 71 , R. 
05. 61 + 30. 34 ReL R, 
06. 01 1 31 . 00 0 R. 
07. 34 ReL 32. 32 9 R, 
08. 00 0 33. 42 " R. 
09. 01 1 34. 01 1 R. 
10. 61 + 35. 51 - R~ 

11. 33 STO 36. 34 ReL R., 
12. 00 0 37. 00 0 Ru 
13. -00 GTO 00 38. 71 , R., 
14. 51 - 39. 81 - RM 
15. 32 9 40. 51 RM 
16. 42 " 41 . 84 RIS R •• 
17. 33 STO 42. 34 ReL R., 
18. 51 - 43. 00 0 R •• 
19. 01 1 44. 01 1 R •• 

20. 34 ReL 45. 51 -
21 . 00 0 46. 31 f 

22. 01 1 47. 42 V-
23. 51 - 48. 71 , 
24. -11 GTO 11 49. -00 GTODO 

REGISTRES 

~ 

~ 

~I 
E:" 

1 
~" f 

~! 
~! 
~, 

~! 
1 , 
1 
1 

1 
1 

1 , 
1 
1 

1 
• 
1 
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Exemple: • 
(Remarque: seu ls les rangs Ri et Si sont utilisés comme les données.) 

Xi Yi Ri Si 
Etudiant Note en Note en 

mathématique stati stique Rang de Xi Rang de Yi 

1 82 81 6 7 
2 67 75 14 1 1 
3 91 85 3 4 
4 98 90 1 2 
5 74 80 Il 8 
6 52 60 15 15 
7 86 94 4 1 
8 95 78 2 9 
9 79 83 9 6 

10 78 76 10 10 
Il 84 84 5 5 
12 80 69 8 13 
13 69 72 I3 12 
14 81 88 7 3 
15 73 61 12 14 

1,=0.76 
z = 2.85 

NO INSTRU CTIONS DONNl;ES TOUCHES Rl;sULTATS 

, Introduire le prog.amme c=Jc=Jc=Jc=J , Init ialise. "0-
~C2:J~CQ 
~c=Jc=Jc=J 000 , Effectuer 3 pour i • 1. 2, .. n R, f IhdL JL 

S, RIS c=Jc=JI ; 

" 1 fn~~~;~D dFf~n~: R, LTI c=Jc=J 
s,. ~CQ~~ 

4 Caltul de ' s Dt de z ~~CD~ l, 

~c=Jc=Jc=J , 
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DIFFÉRENCES ENTRE PROPORTIONS 

Soit XI, x2, ... , xk les valeurs observées d'un ensemble de variables 
aléatoires indépendantes, distribuées suivant une loi binomiale avec les 
paramètres ni et Iii (i ~ 1, 2, ... , k). 

Une loi de Chi-Carré donnée par 

k ' , 
(Xi - ni 0) 

X' = L ' , 
i= 1 ni 0 (1 - 0) 

peut être utilisée pour tester l'hypothèse nulle li] ~ 1i2 ~ ... ~ ek où 

Ce X2 est distribué suivant une loi de X2 avec k- I degrés de liberté. 

Référence: 

J . Freund, Mathematical SrGrisrics, Prentice-Hall, 1971. 

1 

E l 
~ ] 

1 , 
1 

E' 
E! 
~l 

E! 
~! 
L! 

1 

1 

rllGN~ 
00. 

0' 51 -
. 02. 33 STO 

03. 03 3 

04. 33 STO 

05. 6' + 
06. 0' , 
07. 3' 1 

- 08. 3. LAST X 

09. 33 STO 

'0. 02 2 

" 33 STO 

12 6' + 
li 00 1-0 

, .. 6' + 

'5. 3' 1 

'6. '2 ! Jx 
-'7. 3' RCL 

'8. 03 3 

'9. 22 ,<'v 
20. 8' + 
21 3' RCL 

22. 02 2 
23. 3' 1 

24. 3' LAST X 

Exemple: 

ni 
Echantillon 1 400 
Echantillon 2 500 
Echantillon 3 400 

X2 ~ 6.47 
li ~ -0.53 

NO INSTRUCTIONS 

, ImrodlJlfe le programme 

2 IJl ,tial iser 

3 Effectuar 3 pour , = 1. 2 .. 

4 Calcu l de Xl 

5 (opllonnel) calcul de 6' 

k 
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1 LIGNE lCOiiE TOUCHE REGISTRES 

25. 8' 
26. 

27 . 

28. 

29. 

3C> 
3'. 
32. 

33. 

34. 
35. 

36. 

37. 

38. 
39. 

40. 

4'. 
>42 . 

---.a. 
44. 

45. 

46. 
47. 

48. 

49. 

Xi 
232 
260 
197 

1 - 00 

3. 

83 

02 
34 

00 

8' 
3-., 

04 

3. 
0, ., 

6' 

0' 
51 
34 

00 

3. 
0, 

6' 
71 

-00 

DONNEES 

"; 

' ; 

1+ Ro Ex, 

~+ R, :Elni - xii 

1 GTO 00 R 2 x, 

1 RCl A, ni-Xi 

1· R, 

f2 R. 

1 RCl R, 

1 0 R, 
1+ R, 

rRCi R. 
1 . R~k 

1 • R.t Utilisé 

1 RCl R.2 Utilisé 

" Ru Utilisé 

' + A •• Utilisé 

+ Ad Utilisé , A.,O 

A.1O 

RCl R"O 

0 R.9 O 

RCl 

" + 
, 

GTOOO> 

TOUCHES AÉSULTATS 

c:=:Jc:=:J c:=:Jc:=:J 
c:::::LJ ~ C§:] c:::::I:J 

STO 1C:::!::::J~c:=:J 0.00 

t 1\ 1\ Il 

~c:=:Jr îr ; 

~CI:J~~ oè 

~ u:::::JC!::::JC!::::J 
~ C!::::JG::::JG::::J ~ 

6 Pour un nouvea ... cas. aller en 2 c:=:J c:=:Jc:=:Jc:=:J 
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COEFFICIENT DE CORRÉLATION 
DES RANGS DE KENDALL 

Supposons que n individus soient classés de 1 à n par k observateurs 
selon un critère. Le coefficient de corrélation w mesure l'accord des 
observateurs sur les rangs attribués (ou la corrélation des rangs). 

k 
, 

n 

12 L LRij 

w= i= 1 j= 1 3(n + 1) 

k' n(n' - 1) n-I 

Rij étant le rang attribué au ième individu par le ième observateur. 

W varie de 0 (pas de préférence commune) à 1 (accord parfait). On peut 
tester l'hypothése nulle que les observateurs n'ont aucune préférence 
commune à l'aide de tables spéciales; ou bien, si n > 7, en calculant: 

X2 =k(n-I)W 

qui suit approximativement la distribution du chi-carré à n - l degrés de 
liberté. 

Référence: 

Nonparamelric Slalislical lnference, J. D. Gibbons, Mc Graw Hill, 1971. 

Table pour petits échantillons: 

Rank Correlolion Melhods , M. G. Kendall, Hafner Publishing Co., 1962. 

l ' , 
1 

1 1 
réjl 
r"" 

1 
r ... • ~I 

r ... , 

I; ! 
1

: 1 .... , 
1 ~ ! 
I ~ ! 
1 ~ ! 
L 

I ~ 

I ~ 

I ~ 
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~foo,l TOU~ 
AFFICHAGE 

TOUCHE REGISTRES 
LIGNE CODE 

25. 61 + A, k 
JJ STa 26. 33 STO R, j 

02. 61 + 27. 04 4 Rt E Ru 

03. 02 2 28. 00 a R, 2;(1: R I,)l 

04. J4 ACl 29. JJ STO A. n 
OS. 01 1 JO. 01 1 A. 
06. 01 1 31. JJ STO A. 
07. 61 + 32. 02 2 A, 
08. JJ ST~ 33. J4 RCl A. 
09. 01 1 34. 04 4 A, 
la. -00 GTaOO 35. 00 GTO 00 A~ 

11. 34 RCl 36. 01 1 A. , 
12. 01 1 37. 61 + Au 
13. 33 STa 38. 61 Au 
14. 00 0 39. 31 f A .. 
15. 34 RCl 40. 34 LAST X A •• 
16. 02 2 41 . 51 - A •• 
17. _32 9 42. 34 Ael A .. 
18. 42 x' 43. 04 4 A .. 
19. 33 STa 44. 01 1 A .. 
20. 61 + 45. 51 -
21 . 03 3 46. 61 
22. 34 Ael 47 . OJ 3 
23. 04 4 48. 71 , 
24. 01 1 49. 00 GTOOO 
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Exemple : 

Table po ur Rij (n = 10, k =3) 

2 3 

6 7 3 
2 4 2 
3 9 3 5 
4 2 6 1 
5 10 8 9 
6 3 2 6 
7 5 9 8 
8 4 4 
9 8 10 10 

10 7 5 7 

W =0.69 
X2 = 18.64 

NO INSTRUCTIONS DONNEES TOUCHES 

1 IntrodUire le programme c::Jc::Jc::Jc::J 
2 Initialiser 0 ~c:::ï:::J~c:::2:::J 

~L2::J~Q:::J 
~c::Jc::Jc::J 

3 Effectuer 3- 5 pour 1 - 1, 2, .. " 
4 Effectuer 4 pOur j - 1. 2 .. _, k R,j RIS 

5 GTO 1 1 RIS 

6 Calcul de W RCL 3 4 , 

~C:::Uu:::::Jcz:::J 
~~Q:::J~ 
~Q:::J~L2::J 
c:::I:J~c::Jc:::=:J 

7 Calcul de)(~ ~C:::Uc::2:J~ 
Q:::J C2=:J c::::=J c::2:J 

8 Pou. un nouveeu cas. aller en 2 c::J1 Il 1c:::=:J 

RESULTATS 

0.00 

i 1 
i 

w 

x' 

~hl 
• 
1 -1 
• 
1 

- . 
1 -

~ . 
~I 
~I 
~ 

~ 

~ 
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TEST DE KRUSKAL-WALLIS 

Ce programme permet de tester l'hypothèse nulle que k échantillons 
aléatoires indépendants de dimensions 0], 02 , .. _, et Ok proviennent de la 
même population. 

Pour ce faire, on ordonne toutes les valeurs des k échantillo ns ensemble 
(comme s'i ls forma ient un seul écha ntillon) suiva nt un ordre de grandeur 
croissant. Soit R ij (i = 1, 2, .... k ; j = 1. 2, "', ni) le rang de la j ième 
valeur dans le i ième échanti llon. 

Le test H de Kruskal-Wallis peut être utilisé pour tester l'hypothèse nulle. 

H = 12 
N (N + 1) 

k 

où N = L: nj . 
i= 1 

Lorsque les dimensions de tous les échanti llo ns sont gra ndes ( > 5), H est 
distribué approximativement suivant une loi de X2 avec k - I degrés de 
liberté. Pour les petits échantillo ns, le test est basé sur une table spéciale. 

Table pour de petits échantillons (k = 3) : 

A lexander and Q uade. On Ihe Kruskal·Wallis Three sample H-stalislic, 
University or North Carolina. Department or Biostatistics, Inst. Statist ics 

• Mimeo Ser. 602. 1968. 

~! 
1 
1 

1 
• 
1 
1 

1 
• 
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AFFICHAGE 1 AFFICHAGE 
TOUCHE TOUCHE REGISTRES 

LIGNE 1 CODEl LIGNE CODE 

00. 25. 34 RCl R, N 

Exemples: 

(Remarque: seul s les rangs Rij sont util isés comme données. ) 

01. 33 STO 2 •. O. • R, " ; 

02. 61 + 27. 01 1 R, I: Ru 

03. 02 2 28. 61 + R, :EH!: Rij)2 /nd 

Echa nt illon 1 2.73 0.45 2.52 1.19 3.51 2.75 
-----,. 

Rangs R IJ 29 5 26 10 33 30 

04. 34 RCl 29. 33 STO R. k Echantillon 2 1. 79 1.83 0.87 1.9 1. 62 1. 74 1.92 

05. 01 1 30. O. • R. a Rangs R2J Il 12 9 7 20 18 19 21 

06. 01 1 31. 00 a R, " Echant illon 3 1.24 2.68 0.88 2.5 1.61 1.65 3.03 0.38 0.22 
07 . 61 + 32. 33 STO R, n 
08. 33 STO 33. 01 1 R. n 
09. 01 1 34. 33 STO R. a 
la. -00 GTOOO 35. 02 2 R~ 

~ Ra ngs R3j 14 28 8 25 17 15 32 4 2 

Echa ntillo n 4 0.57 2.54 0.36 1.56 2.59 1.23 - 0.1 2.98 2. 15 2.25 

Ra ngs R 4j 6 27 3 16 24 \3 31 22 23 

11. 34 RCl 3 •. 34 RCl R. , N ~33.00 
12. 01 1 37. o. • R., 
13. 33 STO 38. -00 GTOoo R., 

H ~ 2.29 

14. 61 + 39. 81 R .. 
15. 00 a 40. 3. RCl R .. 
16. 34 RCl 41. 00 a R • • NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

17. 02 2 42. 01 1 R., 1 Introduire le programme c:=Jc:=Jc:=Jc:=J 
18. 32 , 43. 61 + RH 
19. '2 " 44. 81 R .. 

20. 22 x-:t.y 45. 31 f 

21 . 81 46. 3. LA$T X 

, Imtialiser 1 ~~ 0.00 

3 Etlectuer 3- 5 pour 1 .. 1, 2. .• k c:=J 
4 Effectue. 4 POUf i .. 1. 2, "' n j RU RIS j 

22. 33 STO 47. 51 - 5 GTO 1 1 RIS , 
23. 61 + 48. 03 3 
24. 03 3 49. 71 , 

6 Calcul de H Rel ~~ ~ 

~[Dc:=Jc:=J N 

~o:::::Jc::I:J~ H 

7 Pour un nouveau cas, aile. en 2 c:=Jc:=Jc:=Jc:=J 

, 

!:ft 
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TEST DE MANN-WHITNEY 

Ce programme effectue le test statistique de Mann-Whitney sur deux 
échantillons indépendants de dimensions égales ou non. Il teste si l' hypo­
thèse nulle d'identitè entre deux populations est vraie ou fausse. 

Le test statistique de Mann-Whitney est défini comme suit: 

(n, + 1) 

2 

n, 

- L Ri 
i= 1 

nl et n2 étant les dimensions des deux échantillons. Les éléments échan­
tillons sont groupés en une seule suite (comme s'il ne s'agissait que d'un 
seul échantillon), dans un ordre de grandeur croissant et Ri (i = 1, 2, ... , nI) 
représente les rangs attribués aux éléments du premier échantillon (peu 
importe lequel des deux échantillons est considéré comme premier). 

Si nI et n, sont petits, le test de Mann-Whitney se fonde sur une distribu­
tion exacte de U et sur des tables spéciales. Si nI et n2 sont tous deux 
grands (par exemple supérieur à 8) nous avons: 

qui représente approximativement une variable aléatoire distribuée suivant 
une loi normale. 

Référence: 

Mathematieal Stalisties, S. S. Wilks, John Wiley & Sons, 1962. 

Table pour petits échantillons: 

Handbook of Stalistieal Tables, D. B. Owen, Addison-Wesley, 1962. 

~ 
1 
1 

1 , 
1 , 

~ ! 
r::! 

1 
1 

1 , 
1 , 

E! 
~! 
[.! 

1 , 

L! 
[ 
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AFFICHAGE 1 TOUCHE AFFICHAGE 
TOUCHE REGISTRES 

1 LIGNE .ODE 1 LIGNE CODE 

25. 22 x~y R 0 :E Ai 00. 

01. 33 STO 26. 34 RCl R, n, 

02. 61 + 27. 02 2 R, n, 

03. 00 0 28. 71 , R, 
04. 34 RCl 29. 02 2 R. 
05. 01 1 JO. 81 7 R, 
06. 01 1 31. 51 - R. 
07. 61 + 32. 22 x~y R, 
08. 33 STO 33. 34 RCl R, 
09. 01 1 34. 02 2 R, 
10. -00 GTO 00 35. 61 + R~ 

11 . 34 RCl 36. 01 1 R., 
12. 02 2 37. 61 + Ru 
13. 34 Ael 38. 34 Ael Ru 
14. 01 1 39. 01 1 R .. 
15. 01 1 40. 71 , R~ 

16. 61 + 41. 34 Ael R •• 
17. 02 2 42. 02 2 Roi 
18. 81 43. 71 , R .. 
19. 61 + 44. 01 1 R~ 

20. 71 , 45. 02 2 
21 . 34 Ael 46. 81 7 

22. 00 0 47. 31 f 
23. 51 48. 42 J, 
24. B4 AIS 49. 81 

Exemple: 

(Remarque: seuls les rangs Rj pour le premier échantillon sont utilisés 
comme données.) 

Echantillon 1 14.9 11.3 13.2 16.6 17 14.1 15.4 13 16.9 

Rang RI 7 4 12 14 5 10 3 \3 

Echantillon 2 

t 
15.2 19. 8 14.7 18.3 16.2 21.2 18.9 12.2 15.3 19.4 

Ra ng 8 18 6 15 Il 19 16 2 9 17 

U = 66 00 z = 171 -
NO INSTRUCTIONS DONNÉES TOUCHES RÉSULTATS 

1 IntrOduire le programme c=Jc=Jc=Jc=J f--
2 Initialiser 0 ~o:::::J~c::::2:::J 

~c=Jc=Jc=J 0.00 

3 Mettre en mémOire n2 n, ~c::2:::Jc=Jc=J 
4 Effel:tuer 4 pour i .. 1. 2 ... . n, R, RIS Il Il Il , 
5 Call:ul de U et de z GTO lr 1 îr 1 îr RIS U 

~c=Jc=Jc=J , 
6 Pourun nouveau I:as, al ler en 2 c=Jc=Jc=Jc=J 
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CARRÉ MOYEN DE DIFFÉRENCES SUCCESSIVES 

Lorsque l'on ut ilise un test et des techni ques d'évaluation, la méthode 
pour extraire l'échanti llon d 'une population est dans la plupart des cas 
aléa to ire. Si les observations sont choisies dans l'o rdre Xi> X2, ... , xn. le 
carré moyen des di fférences successives 

n -1 

L 
i= 1 

peut être utili sé pour tester ce choix aléa to ire. 

Si n est gra nd (par exemple, superieur à 20) et la population est du type 
normal, la quanti té 

est approximativement distri buée suiva nt une loi normale. Les tendances 
persistantes sont associées aux grandes valeurs positives de z, et les 
oscillatio ns courtes aux grandes valeurs négatives. 

Référence: 

Dixon and Massey, IntroductiolllO S lalislica/ Alla/ysis, McGraw-Hill , 1969. 

1 Il 

ii 
I[ Il 

I[ I! 
Il l!-
1 11 

IL il-
1 IL 

IL 
i 
" 
l~ 
1 
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AFFI CH AGE . J AF FIC H AGE 
TO UCHE TO UCH E REGISTR ES I":' ~OO, 1 

LIG N E CODE 

25. 04 4 R , 

01 34 RCl 26. 22 x?v R , 

02. 83 27 . 81 R , 

03. 06 6 28. 84 RiS R , 

04. 22 x't.v '9. 02 2 R , 

05. 51 - JO. 81 + R , 

06. 31 f 31. 01 1 R , 

07. 34 LA$T X 32. 22 x~v R , 

OB. 33 STO 33. 51 - R , 

09. 83 34. 34 RCl R , 

10. 06 6 35. 83 R.o n 
11. 11 ~+ 36. 00 0 A. , 2:x, 

12. -00 GTO 00 37. 02 2 R. 2 LX il 

13. 32 , 38. 51 - R.3 E{x, - x +-,) 

14. 33 , 39. 34 Rel A . .. E{x - x .. )' 

15. 32 9 40. 83 Re5 Utilisé 
16. 42 " 41. 00 0 R.I X 
17. 34 RCl 4'. 3' , R., 0 

18. 83 43. 42 " R" 0 
19. 00 0 44. 01 1 A., a 
20. 01 1 45. 51 -
21. 51 - 46. 81 
22. 71 , 47 . 3 1 f 
23. 34 RCl 48. 42 ,r, 
'4. 83 49. 81 

Exemple: 

Pour J'ensemble des données suivantes: 

{ 0.53, 
0.06, 
0.63, 
0.24, 

n= 30 
7) = 2.81 

0.52, 
0. 14, 
0.20, 
0.57, 

z = - 2.29 . 

0.39, 
0. 16, 
0.67, 
0.35 } 

NO IN STRU CTION S 

1 IntrodUIre le programme 

r-;- -----
In," ahser 

3 Inltodu ,re ~ , 

4 Effectuer 4 pou. , .. 2. 3 .. ." 
5 Calcul de " etl 

6 POUf un nouveau ca s. aller en 2 

0 .49, 0.97, 0.29, 0.65, 0.30, 0.40, 
0.68 0.22, 0.68, 0.08, 0.52, 0.50, 
0.44, 0.64, 0.40, 0.97, 0.03, 0.73, 

D O NN EES TOUCHE S RESULTATS 

c=Jc=Jc=Jc=J 
C::U~~c=J 0.00 

" ~c:=JCD~ 1.00 

' ; RIS Jl Jl J ; 

GTO ~~bd:dl RIS 
, 

Q!Oc=Jc=Jc=J , 
c=Jc=Jc=Jc=J 



INDEX 

Ajustement d'une fonction exponentielle 73 
Ajustement d'une fonct!on lo~a r ithmique 76 
Ajus tement d 'une fonctIon p Uls~ancc, 79 . 
Ana lyse de la variance (une variable a la fOlS) 82 
Arrangement 6 
Borne inférieu re de l'intégrale d 'une distribulion normale 44 
Calcul des paramètres de la loi de \Veibull 60 
Ca lcul de ta va leur du C hi-Ca rré (valeu rs prévues différenlcs) 96 
Calcul de hl valeur du Chi -Ca rré (valeurs prévues éga les) 94 
Carré moyen de différences successives 122 
Coeffi cien t de corrélation bi-séria le JU6 
Coefficient de corrélatio n partielle 38 
Coefficient de corrélation des mngs de Kenda ll 114 
Coefficient de corrélation des rangs de Spcarman 109 
Combina ison 8 
Covariance et coefficient de corrélation 30 
Diffé rences enlre propo rtions 112 
Distribut ion binomÎale 62 
Distribution bino miale négative 66 
Distributi on de Poisson 64 
Distribution du Chi -Carre 48 
Distribution de F 50 
D istribu tion de ( 53 
D istribu tion hypergéométrique 68 
Distribu tion nonna lc 42 
Distribution normale à deux variables 56 
D istributi on normale du logarithme 58 
Erreur moyenne pour une rcgression li néai re 35 
Fonction d'crreur et fonction d'crreur complémentai re 18 
Fonction Gam ma 14 
Fonction Gam ma incomplète 16 
Formule de Bayes 10 
Générate ur de nombres aléatoires 20 
Loi du Chi-Carrc 46 
Loi multin omia le 71 
Moments, cocflicients d'asymétrie et d'aplatissement 32 
Moyenne ari thmétique. écart type. erreur moyenne (données groupees) 22 
Moyenne gené ralisec 26 
Moyenne géométrique 24 
Moyenne ha rmonique 25 
Moyenne mob ile 28 
Probabilité de non- répctition dans un échantill on 12 
Tableau de contingence (2 x k) 98 
Tableau de contingence 2 x 2 avec correction dc Yilles 100 
Test de Behrens-Fisher 104 
Test de Kruskal-Wal1is 117 
Test de Mann-Whitney 120 
Test de signification du coefficient de cor rélation 92 
Test de sign ification d'une moyenne 90 
Test du C hi -Carn: de Ba rlell 102 
Test t sur des paires de variables 85 
Test t sur deux moyennes 87 
Variable centrée réduite et score centre réduit 40 
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