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Introduction 1

INTRODUCTION

Les programmes figurant dans ce fascicule ont ¢té choisis dans les domaines
des probabilités, de la statistique générale, des fonctions de distribution,
des courbes d’ajustement et des tests statistiques.

Chaque programme comprend une description générale, les formules
utilisées, le mode opératoire, des exemples numeériques, le programme
proprement dit et les registres mémoire utilisés.

A la fin du fascicule, figure un index.

Nous vous conseillons, avant d’utiliser les programmes, de lire d’abord
I’exemple du mode opératoire situé apres le sommaire. Pour une program-
mation personnelle, reportez-vous au manuel d’utilisation du HP-55.
Nous souhaitons que le HP-55 soit un instrument utile pour vos calculs
statistiques et vous remercions d’avance pour tous les commentaires, sug-
gestions et contributions que vous voudrez bien nous communiquer, car ils
nous aideront 4 mettre & votre disposition des programmes de grande
qualité.



2 Sommaire

SOMMAIRE
Mode OPeratoiTe . . ...t e 4
PROBABILITE
ATTANZEMENT . .. ottt et et e e e e e e 6
CombinaiSon ... ... e 8
Formulede Bayes ... ... o i 10
Probabilité de non-répétition dans un échantillon ............. .. .... 12

FONCTIONS SPECIALES

Fonction Gamma . ........ .. .. . . 14
Fonction Gamma incompléte . ........ . ... ... ... ... 16
Fonction d’erreur et fonction d’erreur complémentaire .............. 18
Générateur de nombres aléatoires. .......... ... . i 20

STATISTIQUE GENERALE

Moyenne arithmétique, écart type, erreur moyenne (données groupées) 22

Moyenne gEOMELTIQUE . . . . ...ttt ittt 24
Moyenne harmonique. .. ... ..ot 25
Moyenne généralisée . ... ... .. ... 26
Moyenne mobile . ... . 28
Covariance et coefficient de corrélation ........................... 30
Moments, coefficients d’asymétrie et d’aplatissement ................ 32
Erreur moyenne pour une régression linéaire ....................... 35
Coeflicient de corrélation partielle .......... .. ... ... .. ... ... ... 38
Variable centrée réduite et score centre réduit . ........ .. .. o 40

FONCTIONS DE DISTRIBUTION

Distribution normale . ... ...ttt et 42
Borne inférieure de I'intégrale d'une distributionnormale ............. 44
Loidu Chi-Carre . . ... e 46
Distribution du Chi-Carré ... ..........orereeee e 48
Distribution de F .. ..o 50
Distribution de t ... ..o e 53
Distribution normale & deux variables .. ......... ... .. .o, 56
Distribution normale du logarithme . .. ............................ 58
Calcul des paramétres delaloide Weibull . ............. . ... ... ... 60
Distribution binomiale . .. ... . ... .. .. e 62
Distribution de POISSON ... ...ttt 64
Distribution binomiale négative .. .............cceeeniiiiiiaennn.. 66
Distribution hypergéometrique . . ... ....ovvrirueeenneteiaaanenns 68
Loi multinomiale . .. ...t e 71

|4
v

nw

h Al

mmmmmMmmMmmimNmwIiw

o o —— | —— — i — i —— — " — | —

m m

m
LN U T O T T TR VR R T TR R R R R R

i
[

mmmmm

1

Sommaire 3

COURBES D’AJUSTEMENT

Ajustement d’une fonction exponentielle . ................ . ... ... 73
Ajustement d’une fonction logarithmique ......................... 76
Ajustement d’une fonction puissance .. .................. ... ... 79

TESTS STATISTIQUES

Analyse de la variance (une variable a la fois) ..................... 82
Test t sur des paires de variables . . .............. ... ... ... ....... 85
Test t SUr deux MOYENNES . . . ...t i e 87
Test de signification d’'une moyenne ................. . ... ... ..... 50
Test de signification du coefficient de corrélation ................... 92
Calcul de la valeur du Chi-Carré (valeurs prévues égales) ........... 94
Calcul de la valeur du Chi-Carré (valeurs prévues différentes) ....... 96
Tableau de contingence (2% k) ..... ... ... ... ... ... ... ... 98
Tableau de contingence 2 x 2 avec correction de Yates .............. 100
Test du Chi-Carréde Barlett .......... ... ... ... . .......... 102
Test de Behrens-Fisher .. ... .. .. ... . ... ... ... . ... ...... 104
Coefficient de corrélation bi-sériale .............................. 106
Coefficient de corrélation des rangs de Spearman .................. 109
Différences entre proportions ............. ... ... ... 112
Coeflicient de corrélation des rangs de Kendall .................... 114
Testde Kruskal-Wallis . ... ... . . 117
Testde Mann-Whitney . ...... ... ... .. .. ... i 120

Carré moyen de différences successives



4 Mode opératoire

MODE OPERATOIRE

Le mode opératoire vous servira de guide pour 'utilisation des programmes.
I1 se présente sous la forme d’un tableau comprenant cing colonnes. Pour
suivre les instructions, commencer par la ligne numéro 1 et lire de gauche
a droite en effectuant les opérations indiquées au fur et & mesure que vous
avancez. Les numéros de séquence suivis de «prime» (") placé en haut et
a droite indiquent qu'une autre séquence est a effectuer par rapport a la
séquence portant le méme numéro.

La colonne INSTRUCTIONS indique les instructions et commentaires
relatifs aux opérations a effectuer. Les instructions sont exécutées séquen-
tiellement, sauf indication contraire dans cette colonne,

Normalement, la premiére instruction est «Introduire le programme».
Pour mettre un programme en mémoire: appuyer sur en mode RUN,
passer en mode PRGM, introduire le programme, puis revenir en mode
RUN.

Les processus répétés, utilisés dans la plupart des cas pour une longue série
de données d’entrée ou de sortie, sont entourés d’un cadre imprimé en gras,
conjointement avec une instruction «Effectuer».

La colonne DONNEES précise les données a introduire et leurs unités.
La colonne TOUCHES indique les touches a presser.

est le symbole utilisé pour indiquer la touche «[ENTER#]». Tous les autres
symboles figurant dans cette colonne sont identiques a ceux du HP-55.
Ne pas tenir compte des positions en blanc dans la colonne TOUCHES.
Certains programmes complexes nécessitent 'utilisation de touches (diffé-
rentes des touches de commande du programme) indiquées dans la colonne
TOUCHES afin d’obtenir les réponses.

Un exemple de mode opératoire est donné ci-apres (test de Behrens-Fisher):

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire fe programme | [ 1
2 | Initialiser [ s J[ecr ] 0.00
3 |Effectuer 3 pour i = 1,2, n, % C= 1 11 1 i
3 |Effacer la donnée incorrecte xi - f T
4 |Calcul de R et de sy, [ 5 [ s [ o ] e
L I R I B
o e L =
—| sto [+ ][ e J[evr | 0.00
6 |Effectuer 5 pouri = 1,2,.., ng v T+ i
5 |Effacer la dannée incorrecte yp, v, rf_”_}_t”__.—_“_-_—J B
6 |Introduire D et calcul de d, @ D I:“___I d
- s LI
7 | Pourun nouveau cas, aller en 2 [ I | ]
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Séquence 1:

Séquence 2:

Séquence 3:

Séquence 3":

Séquence 4:

Séquence 5:

Séquence 5':

Séquence 6:

Séquence 7:

Mode opératoire 5

Dans tous les programmes, la premiere séquence est «Intro-
duire le programme dans le calculateur».

La séquence d'initialisation a pour but de vider le contenu de
la pile opérationnelle et des registres R.ga R.g.

Les données x; sont introduites dans la boucle. Au premier
passage a travers la boucle, la variable «i» est égale a «l»;
au second passage, «i» est égal a «2», etc.

Cette séquence est exécutée dans le cas ou les données intro-
duites dans la séquence 3 sont a supprimer.

Pour obtenir les résultats intermédiaires et réinitialiser les
registres, appuyer sur certaines touches. X et s,/ I'n, sont cal-
culés et affichés.

Les données y; sont introduites dans la boucle.

Cette sequence est exécutée dans le cas ou les données intro-
duites a la séquence 5 sont a supprimer.

D est une donnée. Les réponses d et & sont calculées.

Cette séquence donne les instructions pour un nouveau cas.
Dans cet exemple, il faut aller en 2.
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ARRANGEMENT

Exemples:

27A 5 =9687600.00
73A4=26122320.00

A NI\

Un arrangement est un sous-ensemble ordonné d’un ensemble d’objets

distincts. Le nombre d’arrangements possibles, chacun contenant n objets, . s
: - L oqs “ - 5 - - . NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
qui peuvent &tre réalisés a partir d’'un ensemble de m objets distincts,
est donné par: 1 [Introduire e programme | Il |[ I[ |
2 Intraduire m, n ) m _I BST “ RIS Jl— “ |_7.__m
!
A, = 1) (m-n+1) , I s s |
TR (m-n)! AL [oro ][« J[ o ] |
| SR T | | — —
ol m et n sont des entiers tels que 0 < n < m n [ rs ]| [ | Il man
._.3 Pour un nouveau cas, aller en 2 r ” Ir Il I

Remarques:
1. mAp peut aussi étre désigné par AD, A (m, n) ou (m),.

2. wPo=1, mAl=m, mAm=m!

mmmmmmmmm WKW W

|
|
AFFICHAGE AFFICHAGE !
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE |
e | | [ I
ol 41 t 26. 01 1 R, i
02. 33 | sTO 27. 51 = R, |
03, o | o 28. 32 | q Ry :
04. 84 | R/S 29. -32 | x=y32 R, .
05. 32 | g 30. 23 | Ri Rs [
06. | -35 | x=v35 31. | -19 | cto19 |[R. |
07 31 f 32. 23 | R{ R; E |
08. -1 x<y 11 33. 23 R Rg |
09 oo [ o 3a. | -00 | crooo |[R, - _:
10 81 + 35. 31 f Reo
11. o1 1 36. 43 n! Rey . ‘
12. 32 | g 37. -00 | GTO00 ||Rez E '
13. -32 x=y 32 38. 01 1 Ra3
14, a4 | cLx 3g. 00 | GTOO00 ||Res E T
15, 32 9 40. 41 1 Res
16. -38 x=y 38 41. 31 f R.6 E :
17. 61 + 42. 43 | w Rer
18. 51 - 43. 22 | <2y Res .
19, 01 | 1 44. g4 | Ris Res =
20. 61 + 45. 51 - __
21. 71 X 46. 31 f E
22. 31 f 47. 43 n!
23. 34 LAST X 48. 81 + E
24. 34 RCL 49. -00 GTO 00

19



8 Combinaison

COMBINAISON

Une combinaison est une sélection non ordonnée d’un ou plusieurs
ensembles d’objets distincts. Le nombre de combinaisons possibles, chacune
contenant n objets, est donné par:

m!

_ _mm-1)..(m-n+l)
(m-n)! n!

1-2-.."n

m*n

ou m et nsont des entierstels que 0 £ n < m
Ce programme calcule mCn en utilisant I’algorithme suivant:
1. Sin<m-n

_m-n+l

‘m-n+2. m
1 2 " n

mCn

2. Sin>m-n, le programme calcule mCm-n-

Remarques:

I. mCn, qui est aussi appelé coefficient binomial, peut étre désigné par
- ¢, C(myn), ou ()

2 mCn=mCmn
3 mCo=mCm=1
4 nCi=mCh1=m
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Combinaison
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
I_ 25. -29 x<y 29 Ry max{n, m-n)
o1. 51 - 26. 34 RCL R, Utilisé
02. 31 f 27. 02 2 R, Utilisé
03. 34 LAST X 28. | -00 GTO 00 Rj
04. 31 f 29. 34 RCL R4
05. -42 x<y 42 30. 00 0 Rs
06. 33 STO 31. 22 X2y Rg
07. 00 | o 32. 61 + R,
08. 01 1 33. 31 f Rg
09. 33 STO 34. 34 LAST X Rg
10. 01 1 35. 81 + Rea
11, 61 + 36. 34 RCL Re,
12 33 STO 37. 02 2 Rez
13. 02 2 38. 71 x Rss
14. 44 CLX 39. 33 STO Raes
15. 32 g 40. 02 2 Res
16. —44 x=y 44 41. | -17 GTO 17 Res
17. 23 R 42, 22 xZy Rez
18. 01 1 43. —06 GTO 06 Reg
19. 34 RCL 44. 01 1 | Rag
20. 01 1 45, -00 GTO 00
21. 61 + 46.
22. 33 STO 47.
23. 01 1 48.
24. 31 f 49,
Exemples:
5 JF;Cj =80730.00
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Intraduire le programme [_ H “ ]1 |
2 | Introduire m, n - m I t ” ” “ | ]
n r BST 1[ R/S ” ]L J mCn
3 |Pourunnouveau cas, alleren 2 I “ ” “ |




10 Formule de Bayes

FORMULE DE BAYES

Formule de Bayes 11
Exemple:

Si  P[E,] =095
P[A/E,] = 0.005
P[E,] = 0.05
P[A/E;] = 0.995

et P[E,/A] =0.09

Soient Ej, Ea, ..., Ej, n événements exhaustifs s’excluant mutuellement,
et A un événement pour lequel les probabilités conditionnelles, P[A/E;]
de A, sachant que E; est réalisé, sont connues. Si les P[E;] sont donnés,
alors la probabilité conditionnelle P[Ey/A] de chacun des événements Ey,
sachant que A est réalisé, est donné par:

LWL N \ B\ \ B

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
P [E /A] — P[Ek] P EA/Ek] 1 Introduire le programme I “ “ " |
k n | 2 |Initialiser BST R/S I | I 0.00
2 P [E1] P {A/El] T 3 |Effectuer3pouri=1,2,..n PIE;] | t I ” ! i
i=1 o rlae) ([ As | ] ] i

3 | Effacer la donnée incorrecte | ” ” | |

=
ou k peut prendre les valeurs 1,2, ..., oun | P [Em], P [A/Ep] PlEm] [t | [
- : i PaEnl |[Gro [ 1 [ 8 [ rs |
Référence: E : = 4 | Caloul de P (E/A] e [t Il I[ ]
E. Parzen, Modern Probability Theory and its Applications, John Wiley [ PIA/E] gro [ 2 [ ¢ J[rs ]| riewa
and Sons, 1960 ' = ‘ 6 | g autre valeur de k. L | Il Il |
N . | aller en
;g 6 | Pourunnouveau cas, aller en 2 I " " " |
AFFICHAGE
ToucHe |—e2SE ] roucHE REGISTRES =
LIGNE | CODE LIGNE | CODE !
00. 25, 51 - Ro ZP[A/E;IPLE;] J
o1. oo [o 26. 33 STO Rin = } g
"0z, | 33 | sT0 27. | o1 1 R, |
03. oo [o 28. | -06 GTO 06 R = ;
04. 33 STO 29, 71 x R, ‘
05. | o1 1 30. 34 RCL Rs ==
06. | 84 | RiS 31. | oo | o Re '
07. 71 x 32, 81 o R, '
LE |
08. 33 STO 33. | -00 GTO 00 Rg E [ ;
09. 61 + 34, Ro _',
10. oo |o 35. Reo E | ;
11. 34 RCL 36. Re, _ ‘
12, 01 1 37. R, E I ;
13, 01 1 38. Res ‘
14, 61 + 39. Reaq E«-r
15. 33 STO 40. Ras 1 ;
16. 01 1 41. Rye .
17. -06 GTQ 06 42, Rez E I ;
18. 71 X 43. Rea _— {
19. 33 5TQ 44. Rag E L ;
20. 51 | - 45, {
2. | o0 o a6. ==
22. 34 | roL a7. ‘
23. 01 1 48,
24. 01 1 49 = ’

1l



12 Probabilité de non-répétition dans un échantillon

PROBABILITE DE NON-REPETITION
DANS UN ECHANTILLON
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Probabilité de non-répétition dans un échantillon 13
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Exemple:

x

Dans une picce contenant m personnes, quelle est la probabilité pour que

Soit un échantillon de taille n tiré avec remise & partir d’une population pas plus d’une personne d’un échantillon de n personnes ait le méme

A\

comprenant m objets différents. La probabilit¢ P de non-répétition dans UG G
I’échantillon est: m =365 n=4, 23,48
p=(1-L)i-2)... -1 I.n=4,  P=0098
m m m 2. n=23, P=0.49
. . 3. n=48, P=0.04
Connaissant les nombres entiers m et n tels que m = n > 1, ce programme
calcule la probabilité P. NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
Remarque: 1 | Introduire le programme I —lL ” —” —l
2 Introduire m m { STO —” 1 ][ BST |L j
Le temps d’exécution de ce programme dépend de n; plus n est grand, | — . s Il I I~ s ]
plus le temps de calcul est long. e Pour une autre valeur de . [ Il Il I ]
& | Pourun nouveau c:'s.s.;, :a-lie:en 2
Référence: LI I I I

E. Parzen, Modern Probability Theory and its Applications, John Wiley
and Sons, 1960.

T omon MMM AMMM N NN NN

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 00 0 R, Utilisé
01. 33 STO 26. | -06 GTO 06 R, m
02. 02 2 27. 34 RCL R, Utilisé
03. 01 1 28. 00 0 Rs
04. 33 STO 29. | -00 GTO 00 R,
05. 00 0 30. Rs
06. 34 RCL 31. Re
07. 01 1 32. R,
08. 34 RCL 33. Rg
09. 02 2 34. Ry
10. 01 1 35. Reo E
11. 51 - 36. Ry
122 | 33 | 510 37. R> =
13. 02 2 38. Ras
14, 00 0 39. Rea E
15. 2 q 40. Res
16. -27 x=y 27 41 Res E
17. 23 R{ 42, Res
18. 22 X<y 43. Reg _
19. 81 + 44, Reg E
20. 01 1 45.
21, 22 X2y 46. E -
22. 51 = 47.
23. 33 STO 48. 5
24. 71 x 49.

)



14 Fonction Gamma

FONCTION GAMMA

Ce programme approxime la valeur de la fonction gamma I'(x) pour

1 € x <70.
r'(x) =f t*~le tdt
0

B3

LTx=xx-DI'x-1)
2. Pour 1 € x <€ 2, 'approximation polynomiale peut tre utilisée.
M(x)=1+b, (x-1)+b; (x=1)2+...+bg(x-1)°%
oll: by =-0.577191652 b, =0.988205891
b; =-0.897056937 b, =0.918206857

bs =-0.756704078 be =0.482199394
b;=-0.193527818 by =0.035868343

Remarque:

Ce programme peut étre utilisé pour calculer la fonction factorielle géné-
ralisée x! pour o < x < 69.
x!'=I(x+1)

Reéférence:

Abramowitz and Stegun, Handbook of Mathematical Functions, National
Bureau of Standards, 1968.
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Fonction Gamma 156

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 61 + R, Utilisé
o1. 01 1 26. 71 x R, b,
02. 51 - 27. 34 RCL R, b,
03. 31 f 28. 04 | 4 R; b,
04. -09 x<y 09 29. 61 + R, by
05. 33 STO 30. 71 Rs bs
06. 71 X 31. 34 RCL Rg bs
Q7. 00 0 32. 03 R; by
08. -01 GTO 01 33. 61 + Rs by
09, 41 1 34. 71 X Ry
10. 41 1 35. 34 RCL Reo
11 41 t 36. 02 2 Rqy
12, 34 RCL 37. 61 + R,
13. 08 38. 71 x R,y
14. 71 X 39. 34 RCL Rag
15, 34 RCL 40. a1 1 Res
16. 07 7 41. 61 + Res
17. 61 42, 71 x Re7
18. 71 43. 01 1 Res
19. 34 RCL 44. 61 + Rag
20. 06 6 45, 34 RCL
21, 61 + 46. 00 0
22. 71 47. 71 X
23, 34 RCL 48. -00 GTO 00
24, 05 5 49,
Exemples:
1. TI'(525)=3521
2. 7'=T(8)=5040.00
3. 2.34!=T(3.34)=2.80
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Intraduire le programme | | ” I
—
2 | Mo conciamen o JLsmo [+ | I |
. b s 2 ]
b |Lsto J[ 3 | | |
b [Csro J e | I |
b Csro JL s JL__ L]
be  |Lsro ][ 6 ]| I |
b, I STO I 7 |
bs [ sto [ & ][ est | |___
3 | Initialiser et introduire x 1 rSTD ” 0 ” JI J
SO T | R e
4 | Pourun nouveauicas, alleren 3 I “ “ Jf ]




16 Fonction Gamma incompléte

FONCTION GAMMA INCOMPLETE

X
¥ (a, x) =f e”t 7! dt
0
X

a(a+1)..(a+n)

ouna> 0,x> 0.

Ce programme calcule les sommes partielles successives de cette série.
Lorsque deux sommes partielles consécutives sont égales, le programme
s’arréte et la derniére valeur trouvée, considérée comme étant la somme de
la série, apparait a I'affichage.

Remarque:

Lorsque x est trés grand, le calcul d'un nouveau terme de la série peut
entrainer un dépassement de capacité. Dans ce cas, l'affichage n’indique
que des 9 et le programme s’arréte.

Réference:

Abramowitz and Stegun, Handbook of Mathematical Functions, National
Bureau of Standards, 1968.
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Fonction Gamma incompléte 17

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 02 2 Rg x
o1 33 STO 26. 61 + R, Utilisé
02. 00 0 27. 32 g R, Utilisé
03. 22 X2y 28. -30 x=y 30 R,
04. 33 STO 29. -12 GTO 12 R,
05. 01 1 30. 34 RCL Rs
06. 12 y* 31. a0 0 R
o7. 34 RCL 32, 32 g R,
08. 01 1 33. 22 e R,
09. 81 = 34, 81 + Rg
10. 33 STO 35. -00 GTO 00 Reo
11. 02 2 36. R,
12, 34 RCL 37. Re2
13. 00 0 38. R,s
14. 34 RCL 39. Res
15. 01 1 40. Res
16. 01 1 41. Res
17. 61 + 42, Rer
18. 33 STO 43. Resg
19. 01 1 44, Reg
20. 81 + 45.
21. 34 RCL 46.
22, 02 2 47,
23. 71 X 48.
24. 33 STO 49.
Exemple:
1. v(1,2)=086
2. v(1,0.1)=0.10
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme I H ” H I
2 | Introduire a et x a I t —” | [ IL 1 ]

3 |Pourunnouveau cas, aller en 2

BST I R/S ' H I__‘;(G.T

Il IL

|




-
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18 Fonction d'erreur et fonction d’erreur complémentaire Fonction d'erreur et fonction d'erreur complémentaire 19

A\

L)
FONCTION D’ERREUR ET arrichace | |[Carrichace |
- - m E REGISTRES
FONCTION D’ERREUR COMPLEMENTAIRE 2 I-l LianE | cooe LioNe | cobe
00. 25. 71 X R, Utilisé
[~ o1, | 33 |sT0 26. | 33 |st0 R, 2
5 x I oz. | o0 |oO 27. | 00 |Jo R, Utilisé
Fonction d’erreurerf x = f et dt (] 3 o3. | 41 |1 28. | 61 [+ R,
T Y0 I 04. n X 29. 32 g R,
E os. | 02 |2 30. |-32 [x=y32 R,
' l o6. | 11 |« 31. [-14 |GTO 14 R,
07. | 33 |sT0 32. [ o2 |2 R,
m
=
_ 2 e_xz Z on 2 E !! 08. 01 1 33. 71 X Rg
= ETCETZ LY ] a.
].3,.“.(21,1_'_1) 09 01 1 3 31 f Ry
VT n=0 - 10. | 33 [sto 3. [ 83 |n Ruo
I 1. | 02 |2 3. | 31 [f R.,
Fonction d’erreur complémentaire F = ; 12. 34 ACL 37. 42 |/x R.,
- 13. o0 Jo 38. 34 RCL Res
erfe x=1-erf x = ! 14, 34 | RCL 9. [ ;1 |1 Ras
: 0 = 15. | o1 [ 40. | 02 |2 R,s
SRR ‘ I 16. | 34 | RCL a | e | R.o
== 17. | 02 |2 42. | 32 |g Rz
I 18. [ o2 |2 43. | 22 | Rea
Ce programme calcule les sommes partielles successives de cette série. = ; 19. 61 + a4, 71 | x Rus
Lorsque deux sommes partielles consécutives sont égales, le programme I 20. | 33 | sTO 45. g1 [+
sarréte et la derniére valeur trouvée, considérée comme étant la valeur = ; 21 02 |2 46. 84 | RS
.. A 3 130 22, <+ 0
de la série, apparait a l'affichage. l 81 47 01 |1
E % ; 23. 34 RCL 48. 22 | x@y
: I 24 | o0 Jo 49. | 51 |-
Remarques: =
1. Lorsque x est trés grand, le calcul d'un nouveau terme de la série peut _ |
entrainer un dépassement de capacité. Dans ce cas, I'affichage n’indique = ;
que des 9 et le programme s’arréte. = l - Exemple:
o= |
2. Le temps de calcul de ce programme dépend de la; valeur de x; plus | erf (1.34)=0.94
la valeur de x est grande, plus le temps de calcul est long. - T
= | | 139-006
- i
Référence: I = NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
. . . : . 1 1 | Introduire 1
Handbook of Mathematical Functions, Abramowitz and Stegun, National | | 1 _|!ntroduire le programme [ | I | ]
Cal
Bureau of Standards, 1968. E ] = 2 | Caloul de erf x et de erfc x x L est [ ws ] I [ errx
= s L L | s
| 3 | Pourunnouveau cas, aller en 2 ‘-l I ” I
T
-
I
N



20 Générateur de nombres aléatoires

GENERATEUR DE NOMBRES ALEATOIRES

Ce programme calcule des nombres aléatoires u; uniformément distribués
tels que:

0<uygl

a 'aide de la formule suivante:

u; = partie fractionnaire de [( m +u; 1)3].

L’utilisateur devra choisir le nombre initial ug tel que:

0 <y 1.
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 23 R Ro uj
o1. 33 STO 26. 33 STO R,
02. 00 0 27. 00 0 R,
03. 84 R/S 28. | -03 GTO 03 Rj
04. 31 f 29. 51 - R4
05. 83 ™ 30. | -26 GTO 26 Rs
06. 34 RCL 31 Re
07. 00 0 32. R,
08. 61 + 33. Rg
09. 05 5 34. Hg
10. 12 y* 35. Reo
11. 41 T 36. Rsy
12, 41 T 37. R.,
13. 43 EEX 38. Res
14. 09 9 39, Rea
15, 61 + 40. Res
16. 43 EEX 41. R.s
17. 09 ] 42, Rer
18. 51 = 43. Res
19. 01 1 44, Reo
20. 51 = 45.
21, 51 5 46.
22. 01 1 47.
23. 31 f 48.
24, -29 x<y 29 49.
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Générateur de nombres aléatoires 21

Exemple:

Nombres aléatoires uniformément distribués générés par le programme
(uy=0): 0.02, 0.73, 0.70, 0.31, 0.58, 0.85, 0.86, 0.43, 0.33, 0.60, 0.67,
0.93, 0.22, 0.32, 0.45, 0.50, ...

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme I J[ ]i ” J

2 |Introduire u, up BST R/S up

3 |Effectuer 3 pouri=1,2, 3. R/S E u;

4 | Pourun nouveau cas, alleren 2




22 Moyenne arithmétique, écart type, erreur moyenne (données groupées)

MOYENNE ARITHMETIQUE, ECART TYPE,
ERREUR MOYENNE (DONNEES GROUPEES)

Si I'on se donne une suite de valeurs
X1, X2y -« Xp
affectées des fréquences respectives
fi. 65, .., £y
le programme effectue les calculs statistiques suivants:

Efixl-
zf;

Moyenne arithmétique X =

Efixiz - (Efl)iz

Ecart ty =
cart type s ST

SX
Erreur moyenne sy =

2

-

A\
v

\ \

A\
WWwWwWwWw W W N W NN YWY YWY YW

mmiy iy ¥

mowmomomm
&R MR R —a— s — A — A — S —R—— a1}

mmmmm

m Iy

mmm
LR

Moyenne arithmétique, écart type, erreur moyenne (données groupées) 23
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 34 RCL R, Zf;
o1. 33 STO 26. 00 |o R,
o02. 61 + 27. 33 STO R,
03, 00 |0 28. 83 . R,
04. 22 X2y 29, o0 |0 BA
05. 71 x 30. 34 RCL Rs
06. 31 | f 3. 83 R,
07. 34 LAST X 32. 03 3 R,
08. 22 X2y 33. 33 STO R,
09. 71 X 34. 83 . R,
10. 31 f 35. 02 2 Reo n, Zf;
1. 34 LAST X 36. 31 f Rey Zfix;
12. 11 ps 37. 33 X Re; Z{(f;x;)?, Zfix?
13. | -00 GTO 00 38. 84 R/S Rz Zfix;?
14. 42 CHS 39. 32 q Res Zifix?)?
15. 34 RCL 40. 33 s Res Zfixd
16. 83 . 41, 84 R/S Res 0
17. 00 0 42 34 RCL Rer 0
18. 02 2 43. 00 | o Res 0
19. 51 - 44. 31 f Res 0
20. 33 | sT1O0 45, 42 | WX
21. 83 46, 81 +
22. 00 0 a47. | -00 GTO 00
23. 23 Ry 48.
24. | -01 GTO 01 49.
Exemple:
X=7.92
xi |2 34 11 23 341 .
£ |5 3 4 2 3 1 =177
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire le programme I ”7 JI Ji

2 |Initialiser

g J[cr [[sT0 || o

3 |Effectuer 3pouri=1,2,..n

|_est_]

s L L o
t

7 Effacer la donnée
incorrecte xy, fi

f [ rs | | ] i
" T=T=ﬂ"'1r"'ﬁ"'4k" -

(Lo J[ o J[ & [ s ]
4 |Calcul de ¥, s et sx I 2 “ 5 “ R/S ] .
(CIEI | N | N |
] N | | I

5 |Pourun nouveau cas, aller en 2 rﬁl JI _“_ _]
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24 Moyenne géométrique

MOYENNE GEOMETRIQUE

Moyenne harmonique 25

MOYENNE HARMONIQUE

A\ \

A\

Soit une suite de n nombres positifs {aj, aj, ..., ay}; la moyenne

25 Soit une suite de n nombres positifs {a;, a,, ..., ap}; la moyenne
géométrique est définie par:

harmonique est definie par:

. e . '
La suite des nombres {2, 3.4, 3.41, 7, 11, 23} a une moyenne géométrique La suite des nombres {2, 3.4, 3.41, 7, 11, 23) a une moyenne hacrmo-

G =587 nique H=4.40.
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS E NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire le programme I IE ” ” ] E i 1 |Introduire le programme [ ]l ” IL I
2 |Initialiser ! BST || R/S | | 0.00 ‘ 2 |Initialiser BST | R/S || 0.00
3 |Effectuer 3pouri=1,2..n 3 R/S ! i E : 3 |Effectuer 3 pouri=1,2, ... n 3 R/S i
3" |Effacer la donnée incorrecte ay ay GTO 2 7 R/S 3 |Effacer la donnée incorrecte ay ay GTO I 2 " 6 ] R/S
4 |Calcul df la moyenne (737777 I GTO ” 2 H 0 " R/S I G E 4 |Calcul de la moyenne H I GTO ” 2 ]I [ ” R/S ! H
5 [Fourun nowvem cos,ateron 2 L1 R s o

v
[ aff

]
LR
i
TR
|
1 [ . R
G:(alsaze CERT an)n ‘ - 1 1 1
il —_— .t
s o o B
AFFICHAGE TOUCHE AFFICHAGE TOUCHE REGISTRES
LIGNE | coDE LIGNE | CODE o s AFFICHAGE AFFICHAGE
= = = TOUCHE TOUCHE REGISTRES
00. 25. % on ‘ LIGNE | CODE LIGNE | coDE
o1. 01 1 26. | -00 | GTOOO R, Il 3 E 5 a 00. 25. | 00 |GTO000 |[|Ron
02. | 33 [s10 27. | 33 [sT0 R, ‘ or. | o0 |oO 26. | 13 |/« [R: z/a;
03 | o1 |1 28. | 81 |+ R, | 02. | 33 |sTo 27. | 33 |st0 [r.
04. oo |o 29. 01 |1 R, = , g 03. o0 [0 28. 51 |- [rs
05. 33 | stO 30. 34 | RCL Rs [ 04. 33 | sTO 29, 01 1 [rs
06. | o0 |o 31. | 00 |o R, = 05. | o1 |1 30. | 33 |RcL - [Rs
7. 84 | R/S 32. 01 1 R, 06. g4 | RiS 31, o o R
08. 3a | RCL 3. 51 |- Ry = ! g o7. 13 | ' 32. 01 |1 R,
09. 01 1 34. 33 | sTO R 08. 34 | RCL 33. 51 | - Rg
10. 71 % 35. 00 |0 Reo E r g 09. 0 1 34. 33 | sTO Rg
11. 33 | stO 36. | -07 | GTOO7 R, | 10. 61 | + 35, oo |o Reo
12. 01 1 37. Ra2 E i a 11 33 STO 36. | 06 GTO 06 Re4
13. 34 | RCL 38. Res [ 12. o1 1 37. Rez
14. 00 0 39. Res | 13. 34 RCL 38. Rey
15. | o1 |1 40, R.s o= 4. | o |o 39. Res
15. 01 1 40. Res
E g 16. 61 + 41, R.c
17. 33 STO 42, Re7
E g 18. 00 0 43. Reg
19. | -06 | GTOO6 44, L
: 20. 3¢ | RCL 45,
3 3 21. oo | o 46.
B 22. 34 RCL 47.
[ 23 [ o |1 48.
24, 81 + 49.
Exemple: e = Exemple:
-
=



26 Moyenne généralisée Moyenne généralisée 27

Remarques:

1. Sit=1, la moyenne généralisée M (1) est égale a la moyenne arithmé-

SR
MOYENNE GENERALISEE & l y e
1
| La suite des nombres {2, 3.4, 3.41, 7, 11, 23} a une moyenne généralisée
. . .. M (2)=11.00.
Soit une suite de n nombres positifs {a;, a,, ..., ap}; la moyenne 2 i ! @)
generahsee SRS par. | g NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
- ‘ 1 |Introduire le programme ” 1 ” I
M 1 t g g 2 |initialiser BsT |[ mis | 1| | 0.00
(t) B H I(E %% ’ 3 |Introduire t t | R/S I l I | t
- : g 4 |Effectuer 3 pouri=1,2,..n aj R/S i
4" |Effacer la donnée incorrecte ay a GTO 3 5 R/S
ou t est n’importe quel nombre. g 5 |Calcul de la moyenne M(t) I GTO l 2 | 5 | R/S M(t}
; 6 |Pour un nouveau cas, aller en 2 1 ” ]r 4”

mmmmMmMmMmMMmMmMMMMINKTMNIN

|
|
I
I
_ |
tique. ‘
2. Si t=-1, la moyenne généralisce M(-1) est égale 4 la moyenne '.g
harmonique. ‘
-
AFFICHAGE | _ AFFICHAGE ! a
QUCHE TOUCHE REGISTRES =
LIGNE | CODE LIGNE | cODE ‘
0. 25. | 34 | mcL Ro n |
o1. oo |o 26. 01 1 R; Zat [
o2. 33 | sTO 27. 34 | RCL R, t g
03. 0 |o 28. oo |o R
04. | 33 | sTO 29. 81 + Ra
o5. | o1 |1 30. | 34 | RCL Rs |
06. 84 R/S 31. 02 2 Rg
07. 33 | sTO 32, 13 | Y% R, : ;
08. 02 |2 33. 12| y* Rg 1
09. g4 | RS 34. | 00 | GTO OO R E-+ —
10. 34 RCL 35. 34 RCL Reo
11. 02 2 36. 02 2 Re, m—
12. | 12 | 37. | 12 |y Res = |
13. 34 RCL 38. 33 sTQ Ras
14, S E 39. | 51 |- Res | S
15. 61 + 40. 01 1 Rgs
16. 33 | sTO 41. 34 RCL Res L ;
17. 01 1 42. 00 |0 Rar
18. 34 RCL 43. 01 1 Res ™
19. 0 |o 44. 51 - [Reo = ;
20. 01 1 45. 33 | sTO0 —
21. 61 + 46, 00 4] b ;
22, 33 | st0 47. | -09 | GTOD9 -
23. | o |o 48. |
24. -09 GTO 09 49,
O




28 Moyenne mobile

MOYENNE MOBILE

Connaissant un ensemble de nombres |x;, Xo, X3, ...}, ce programme
calcule la moyenne mobile d’ordre n (n peut prendre les valeurs 2, 3, ..., 9)
donnée par la séquence des moyennes arithmétiques suivantes:

X, tx, v tX, XptxgtootXpy Xz tXgtootXuie

n n ! n

Les numérateurs sont les totaux mobiles d’ordre n.

Remarque:

Le programme calcule le total et la moyenne des n premiers nombres.
Ensuite, X+ est ajouté et x; retranché du total. La nouvelle moyenne
est calculée. Le procédé est utilisé jusqu'a ce que toutes les réponses
soient trouvées. Ce programme est écrit de telle maniére que la valeur que
I'on a besoin d’enlever est stockée dans le registre Ry (ou n est I'ordre).
Dans 'exemple suivant, 'ordre est 6; c’est donc le registre Rg qui contient
cette valeur.

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES

LIGNE | CODE LIGNE | CODE

00. 25. 03 3 |Ro  Utilisé
or. | 33 | sto 26. | 33 |sto [R, uiilise
02. 83 . 27. 04 |4 R, Utilisé
03. 06 | 6 28. 34 RCL Rs Utilisé
04. .34 RCL 29. 02 2 R, Utilisé
05. 08 8 30. 33 STO Rs Utilisé
06. 33 STO 31. 03 3 Re Utilisé
07. 09 9 32. 34 RCL R; Utilisé
08. 34 RCL 33. 01 1 Rg Utilisé
09. 07 7 34. 33 STO Rg Utilisé
10. 33 | st0 35. 02 |2 Rep Utilisé
11 08 8 36. 34 RCL Re, Utilisé
12. 34 RCL 37. 00 0 R.z Utilisé
13. 06 6 38. 33 STO Res Utilisé
14. 33 STO 39. 01 1 |Res Utilisé
15. 07 7 40. 34 RCL Res  Utilisé
16. 34 RCL 41. 83 . Res Utilisé
17. 05 5 42. 06 6 Rs7 0

18. 33 STO 43, 33 STO Res 0

19. 06 | 6 44. o0_|o [Res 0

20. 34 RCL 45. 11 T+

21. 04 4 46. | 00 GTO 00

22. 13 STO 47.

23, 05 5 48.

24. 34 RCL 49.

3
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Moyenne mobile 29
Exemple:

Pour I'ensemble suivant de données [105, 121, 124, 97, 86, 134, 105,
81, 127, 132, 114, 121} les moyennes d’ordre 6 sont 111.17, 111.17,
104.50, 105.00, 110.83, 115.50, 113.33.

Les totaux mobiles d’ordre 6 sont 667.00, 667.00, 627.00, 630.00,
665.00, 693.00, 680.00.

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire le programme I H ” I[ l
2 Init-ia\iser 0.00
3 |Effectuer 3pouri=1,2...n Xj i
4 | Calcul de la moyenne mabile |
d'ordre n ) [ f ” X ” H | Moyenne
5 |(option) calcul du total I ” " “ |
mobile d'ordre n RCL I I+ ” ” | total
.i, _r_'Tf_OCE.‘",B. !f’ ,va,"ih'f ﬁu_i_vame Xk I R/S |l JI ”_ ] n+1
7 | Supprimer une ancienne valeur l RCL ” ” ”_ l
S s s
8 |Allerend [ Il I[ Il |
9 | Paurunnouveau cas, aller en 2 I ” —“ ” |
I | | R —
n pe
T C I JC 1

4
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30 Covariance et coefficient de corrélation

COVARIANCE ET COEFFICIENT DE CORRELATION

Soit une suite de valeurs données {(x;, vi), i=1, 2, ..., n}: la covariance
et le coefficient de corrélation sont définis par:

. 1 1
covariance syy =——— ZXiVi - — ZXiZYi
n-1 n

1
ZXyi - 0 ZXiZYi

gl
OU Sxy =—
n

. I Sxy
coefficient de corrélation r =
Sx Sy

sx et sy étant I'écart type

/ =x;? - (Zx;)%/n
§, =
n-1
_ Zyi* - (Zy)’/n
Sy~ n-1

Remarque:
-1<r<1

W

A

Covariance et coefficient de corrélation
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AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 33 STO R,
o. 32 g 26. 83 R,
02. 44 | CL-R 27. 06 |6 R,
03. 84 R/S 28. 84 R/S R,
04. 34 RCL 29, 34 RCL R,
05. 83 : 30. 83 Rs
06. 05 5 3. 00 Rg
o7 34 RCL 32. 81 + R,
08. 83 33. 31 f R,
09 01 1 34. 34 LAST X Rg
10 34 RCL 35. 01 1 Rep N
1. 83 36. 51 - Re; Zx
12. | 03 |3 ar. | 11 [« Rez Zx°
13. 71| x 38. | -00 | GTOO0O Res 2vi
14. | 34 | RCL 39. | 32 | Res Zvi®
15. 83 g 40. 33 s Res ZXivi
16. 00 0 41. 71 X Res Sxy
17. 81 - 42, 34 RCL R,, O
18. 51 = 43. 83 Reg 0O
19. 34 RCL 44, 06 6 Reg O
20. 83 . 45, 22 X<y
21, 00 0 46. 81 +
22. 01 1 a7. -00 GTO 00
23. 51 o 48.
24, 81 - 49,
Exemple: Sxy = -354.14
Yi & 92 85 78 81 54 51 40 Sxy' =_303.55
xi | 26 30 44 S50 62 68 74 r=_096
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 . Introduire le programme | “ ” II |
2* | initialiser BST s [ ]| om
3 |Effectuer3 pouri=1,2..n Yi t |
SRR 0 I |
2B Vi L+ ] I ||
_ w = IC
4 | Calcul de la cavariance syy l R/S ” [I I Sxy
(option) calcul de sy’ R/S I ”— “ i s,‘v’
| 5 |G Coreintas Teient [ero J[ s J[ o [ ms ]
6 |Pourunnouveau cas, alleren 2 [ ” “ ” I
[ Il I Il |
* Remarque: si les sommes [ ” ” ” —l
sont déja -s;:;ée.s dans les [ ” ” ”
registres, sauter 2, 3 et 3 [ ” Jr J

]
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32 Moments, coefficients d’asymétrie et d'aplatissement

MOMENTS, COEFFICIENTS D’ASYMETRIE
ET D’APLATISSEMENT

Ce programme effectue les calculs statistiques suivants pour une suite de

valeur x|, X2, .. .. Xp|:

Moment d’ordre 1

Moment d’ordre 2

Moment d’ordre 3

Moment d’ordre 4

Coefficient d’asymétrie

Coefficient d’aplatissement 7y,

Référence:

Theory and Problems of Statistics, M. R. Spiegel,

McGrawHill, 1961.

|
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my = —Zx® - X Zx® + —x2 Zx? - 3%°
n n n
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Moments, coefficients d’asymétrie et d’aplatissement
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES

LIGNE | CODE LIGNE | CODE

00. 25. 04 Ry X
01. 71 X 26. 71 X R, n
02. 03 3 27. 51 = R, m,
03. 71 X 28. 34 RCL Rs m,
04. 51 - 29. 83 0 Ry m,
05. 34 RCL 30. 04 4 Rs

06. 01 1 31. 34 RCL Re

07. 81 e 32, 00 0 R

08. 34 RCL 33. 32 g R

09. 00 0 34. 42 x? R,

10. 03 3 35. 71 X Reo N
1. 12 ¥* 36. 06 6 Rey ZTx;?
12. 02 2 37. 71 x Re2 Zx;*
13. 71 X 38. 61 - Res Zx;
14. 61 + 39. 34 RCL Rea Zx;
15. 84 R/S 40. 01 1 Res EIx;°
16. 34 RCL 41. 81 % Res O
17. 83 42. 34 RCL Re; O
18. 02 2 43. 00 0 | Res 0
19. 34 RCL 44. 04 |4 Res 0
20. 00 0 45, 12 y*

21. 34 RCL 46. 03 3

22. 83 47, 71 X

23. 05 5 48. 51 -

24, 71 x 49. | -00 GTO 00
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34 Moments, coefficients d’asymétrie et d'aplatissement Erreur moyenne pour une régression linéaire 35

ERREUR MOYENNE POUR UNE REGRESSION
LINEAIRE

A\

ﬂ___.___i“u_..—.-—-..‘..—-_..—-‘-—.-—-—-—-[“-—-—-_-—I—I_I_IH_I-I_.—

Exemple:

A\

i1 2 3 4 5 6 1 8 9
x; |21 35 42 65 41 36 53 37 49

Soit y=ap+a, x la droite ajustée, obtenue par la méthode des moindres
carrés, pour un ensemble de points donnés {(x;, y;), i=1, 2, ..., n} et

%=421.m, = 1.39, m; =0.39, my=5.49 vy la valeur estimée sur cette droite pour une valeur de x donnée,
= £l I ] S N

v =024, y>,=2.84 Le programme calcule:

1. L’erreur moyenne relative a la valeur vy correspondant a x

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 | Introduire le programme | ” ” “ l__ E(y‘ - 902
2 |Initialiser [ o Jlcn [ est || | 0.00 Sy.x = —n——T
3 |Effectuer 3 pouri=1,2..n % t lIl i
3 |Effacer la donnée incerrecte xj Xk I— t t X f 3

L e | . _ / Zyi® - ag Zyj - a; IXYi
4 |Calcul de la moyenne X ‘-I f l X ”Tiv “ STO | n-2

| = 1

5 | Caloul du moment m, dordre 2 Lree L - [ 1+ [ e | 2. L’erreur moyenne relative au coefficient de régression a,

[ I e s ][
[ | =
C— 1lsro J[2 ]I |
6 | Calcul dumoment m, dordre 3 | - [rer [ - [ s [ reL |
' o Jmec ] 1+ ]
[(rs J[so [ s ] | ms
7 | calcul du moment m, d'ordre 4 [rs [s0 ][ I ] g
8 |(option) calcul de 1. 72 [rec [ 3 [ e ][ 2 |
o s v ]
| ] Il | "
T e
Lo e = i | =
9 |Pourun nouveau cas, aller en 2 | | | O |

Exi2
. [Ex;" ~ (Exi)g:l
n

3. L’erreur moyenne relative au coefficient de régression a;

5 =

» (Ex)
n

Exi

mmMm e mmmm|mmmmmrN N NN

Remarque:

m

n est un entier positif supérieur a 2.

Référence:

Draper and Smith, Applied Regression Analysis, John Wiley and Sons, 1966.

m M mm

]
i\



36 Erreur moyenne pour une régression linéaire

AFFICHAGE TOUCHE AFFICHAGE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE

00. 25. 32 g Ro a
01. 71 x 26. 42 x* Ry a,
02. 51 = 27. 34 RCL R,

03. 34 RCL 28. 83 . Rj

04. 83 . 29. 00 0 R,

05. 05 5 30. 81 o Rs

06. 34 RCL 31. 51 - Rs

o7. 01 1 32, 31 f R,

08. 71 X 33. 42 X Rg

09. 51 = 34, 81 + Rg

10. 34 RCL 35. 34 RCL Reo N
11. 83 * 36. 83 Rey Zx
12 00 0 37. 02 2 Rey Zx?
13. 02 2 38. 34 RCL Res Zyj
14. 51 - 39. 83 2 Res Zyi
15. 81 + 40. 00 0 Res  Zxiyi
16. 31 f 41. 81 + Res O
17. 42 | Vx 42. 31 | § Rey 0
18. 84 R/S 43. 42 | Vx Res O
19. 34 RCL 44. 22 | x2y Res 0
20. 83 . 45. 71 %

21. 02 2 46. 84 R/S

22. 34 RCL 47. 31 f

23. 83 48. 34 LAST X

24. 01 1 49. | 00 GTO 00

-
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Erreur moyenne pour une régression linéaire 37
Exemple:
i | 92 8 78 81 54 51 40
X | 26 30 44 50 62 68 74
ap = 121.04
a; = -1.03
L’équation de la droite de régression est y=121.04-1.03 x
Syx = 0.34
S0 — 7.47
51— 0.14
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 [Introduire le programme I ” ” ”_ —I
2" | Initialiser g | CL*R | 0.00
3 |Effectuer 3 pouri=1,2,..n Yi t
« L= JL__ L I
3 | incomocin sg. vp. e |
w (L Q0= J[ 1 |
4 |Calcul de ag, @ [+ NN uoe ][ sto J[ o ] a
[ = ([ so J[ 1+ ]| ] a
65 |[Calcul de I'écart type I RCL ” El 4 “ RCL I
[ o ][ re ]| [
[esT [ rs ]| ]l [ s
. EE| I Il |
Lrs I[ I[ | =
6 |Pourunnouveau cas, aller en 2 | ” i I[ ]
[ I | |
" Remarque: si les sommes I ” lr “ |
sont déja stockées dans les I ” ]r El |
registres, sauter 2, 3 et 3' I_ “ ”— !;I




38 Coefficient de corrélation partielle

COEFFICIENT DE CORRELATION PARTIELLE

Le coefficient de corrélation partielle détermine les corrélations relatives
de deux variables quelconques lorsque toutes les autres sont supposées
constantes.

Par exemple, dans le cas de 3 variables X;, X,;, Xj, le coefficient de
corrélation partielle entre X, et X, pour X; donné est:

I12 —I13 123

V(1 -1132) (1 -1232)

Tj2.3 <

ol les rjj sont les coefficients de corrélation de X et X;.

De méme, dans le cas de quatre variables, le coefficient de corrélation
partiel entre X, et X, pour X; et X, donné est:

T12:3~T14-3 7243

V(L =113.4%) (1 - 123-4%) V(L -r14-32) (1 - I24-3°) .

I12-4 = T13-4123.4

I12.34 =

Tout coefficient de corrélation partiel peut étre calculé au moyen de ces
formules (en utilisant ce programme), si les coefficients de corrélation
I12, T3, [23, ... sont donnés.

Remarque:

Ce programme calcule ry3.5, r23.] 4 I'aide de formules similaires.

Référence:

S. Wilks, Mathematical Statistics, John Wiley and Sons, 1962.
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Coefficient de corrélation partielle 39

AFFICHAGE TOUCHE AFFICHAGE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
o1, 33 STO 26. 22 X<y Ry ra, ra o
02. 02 2 27. 81 & R, i3, ria, ra
03. 32 g 28. 84 R/S Rj
04. | 42 x2 29. 34 RCL R,
05. 01 1 30. 01 1 R
06. 51 - 31. 34 RCL Re
07. 22 X2y 32. 02 2 R,
08. 33 STO 33. 34 RCL R,
09. 01 1 34, 00 0 R,
10. 32 g 35. | -01 GTO 01 Reo
11. 42 x? 36. Re,
12. 01 1 37. Rz
13. 51 - 38. Ryy
14, M1 X 39. Rea
15. 31 f 40. Res
16. 42 | x 41, R.s
17. 22 X2y 42, R,;
18. 33 STO 43. Res
19. 00 0 44, Reo
20. 34 RCL 45,
2. 01 1 46,
22. 34 RCL 47.
23. 02 2 48.
24. 71 X 49,
Exemple:

St I'on a ryp,=-0.96, r13=-0.1, r3=0.12, les coeflicients de corrélation
partiels sont:

ra2i= -0.96
ri3.2= 0.05
i1 = 0.09
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme [ ” ” ”_ J
2 Introduire Ie; d-(m:l-r-w}w.ées —W . I “ “ ” |
calcul des coefficients Mz [ 1 ” ” JI |
de corrélation fi3 ) [ f “ JI_.._“ I
r23 [est [ ms ][ ]| | M2+3
T | | ——
- T N ——
3 Pour un nouveau cas, aller en 2 r ” ” ” |




40 Variable centrée réduite et score centre réduit Variable centrée réduite et score centre réduit 41

VARIABLE CENTREE REDUITE
ET SCORE CENTRE REDUIT

Exemple:

w o

W www e ww

u=175 0=10, s=10.54

)

Connaissant un ensemble de données {x;, X, ..., X,}. ce programme
calcule 'ensemble des {v,, v, ..., yo| définis par
i| 1 2 3 4 5 6 7 8 9 10 11

Xj 57 62 73 48 78 54 59 75 67 81 66
yi|-0.80 -0.33 0.72 -1.66 1.19 -1.09 -0.61 0591 0.15 148 0.05
z;|66.98 71.72 B82.16 58.44 B86.90 64.13 68.88 B84.06 76.47 89.75 75.52

Xi—-X

yi = aveci=1,2, ....n

S

ou X et s representent respectivement la moyenne de I’échantillon, et
I’écart type relatif a 'ensemble {x;, X5, ..., X5}. L'ensemble {y,, yo, ..., yn}

: 5 E INSTRUCTIONS DONNEES TOUCHES RESULTATS
a pour moyenne zero et pour écart type 1. no N
E > ; 1 Introduire le pragramme I Ir ” JI I
Ce programme peut aussi transformer les y; en z; de maniére a ce que 2 |[nitialiser s Jleur || Il |
I'ensemble {z,, z,, ..., z,| ait pour moyenne p et pour écart type & - 3 [introduire . o pour avoir z; u sto ][ o | I[
(et 8 étant donnés) o R
7 =0v: + n E [ ! 4 |Effectuer4 pouri =1,2..n Xj i
1 A1 o
| 4" |Effacer la donnée incorrecte x Xk
avec1= 1’ 2’ - 1 E ; g § [CalculetmiseenmémoiredeX,s s
1
j 6 |Effectuer 6 pouri=1,2,...n Xi ¥i
AFFICHAGE AFFICHAGE . T
TOUCHE TOUCHE REGISTRES E = {option) caleul de zi .
EIGNEICODE LIGNEICODE | 7 Pour un nouveau cas, alleren 2 I__”"__”'_”—I
) 25. Ry M 4
I
o1. 34 RCL 26. R, O E !
02. 02 2 27. R, x ‘
03. | 51 |- 28, Ry s E =
04. 34 RCL 29, Ry ‘
05. 03 |3 30. Rs E i
6. | 81 |+ 31 Re J
o7. | 84 [nrss 32, R E -
08. 34 RCL 33. Ry ’
09. 01 1 34, RE ——
10. | nn |« 35. Reo N T -
11. 34 RCL 36. Rey ZX; ) ‘
12. 0o |o 37. Rez Zx;* -
13. 61 + 38. R,; Utilisé ‘
14. | -00 | GTOD0O 39, Req Utilisé E T";
15. 31 f 40. R,s Utilisé ‘
16. 33 | x a1, Res 0 ‘
|
17. 33 STO 42. Ry; O E | ;
18. 02 2 43, Reg 0 _
19. 32 |g a4, Res 0 E ‘ ;
20. 33 5 45. |
21, 33 STO 46. b 1 ;
22. 03 3 47.
23. | 00 | GTOOO 48. o
24, 49. b !



42 Distribution normale

DISTRIBUTION NORMALE

Une distribution normale type est représentée par la fonction:

f(x)= ! e'xT
~2m
la surface de droite étant 1 © 2
Qx) = f e” 7 dt.
N 2 X
f(x)
Q(x)
0 X

Pour x > 0, le programme calcule Q(x) par la formule d’approximation
polynomiale:

Q(x) = f(x) (by t+by 2 +by t* + by t* +bs t7) + €(x)

avec e(x)|<7.5x1078

t= ! ,r=0.2316419

1 +rx
b; =.31938153, b, = -.356563782
by = 1.781477937, b, =-1.821255978

bs = 1.330274429

Remarque:
Dans ce programme, x doit étre = 0. Les équations f(—x)=1f(x),
Q(-x)=1-Q(x) avec x>0, peuvent étre utilisées pour calculer f et Q
Reférence:

Handbook of Mathematical Functions, Abramowitz and Stegun, National
Bureau of Standards, 1968.
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Distribution normale 43

AFFICHAGE | _ . cue ||-AEFICHAGE | . uckE REGISTRES
LIGNE | CODE LIGNE | CODE
ot. 71 | x 26. 41 1 R, b,
02. 02 27. | 41 |1t R, b,
03. | &1 |+ 28. | 34 |RcL R, by
04. 42 CHS 29. 05 5 R, ba
05. 32 q 30. 71 X R b
06. 22 e* 31. 34 RCL Rg x
o07. 31 |t 32. 04 |4 R, f{x)
o8. | 83 | 33. | 61 Rg
oo. | 02 |2 3a. | N R,
10. 71 | x 3s. 34 [ RcL Reo
11. 31 f 36. 03 3 Req
12. 42 | +/x 37. 61 + Rz
13. 81 + 38. 71 x R.3
14, 33 STO 39. 34 RCL Rea
15. 07 7 40. 02 Res
16. 84 | mis 41, 61 Ree
17. 34 RCL 42, 71 X Rez
18. 00 0 43. 34 RCL Reg
19. 34 RCL 44, 01 1 Reo
20. 06 6 45. 61 +
21. 71 46. 71 X
22, 01 47. 34 RCL
23. 61 + 48. 07 7
24. 13 | ‘W 49. 71| x
Exemples:
1. x=1.18 2. x=2.28
f(x)=0.20 f(x)=0.03
Q(x)=0.12 Q(x)=0.01
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS|
1 |Introduire le programme I ” ” IE ]
2 |ies Conmarir o r [sro J[_o ][ Il J
v el L ]
b |Lsto |[ 2 | Il |
T
b jLsto J[ ¢ || Il ]
be sto || s |[ ssT || |
3 |introduire x; calcul de f (x) x I * ” STO ” 6 ” R/S | f(x)
4 |calcul de Q (x) [rs ][ | | ] Qlxd
5 |Pourunnouveau cas, aller en 3 I ” |[ J[ J
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44 Borne inférieure de lI'intégrale d'une distribution normale

BORNE INFERIEURE DE L’INTEGRALE
D’UNE DISTRIBUTION NORMALE

Ce programme détermine la valeur de x telle que:

avec Q donné tel que 0<Q <0.5.

On utilise la formule d’approximation suivante:

Co+clt+C2t2
X=t- +e(Q)
1+d, t+d; t* +d; t°

Avec 6(Q)|<4.5x 107

t= /in
Q2
co = 2.515517  d, = 1432788
¢, =0.802853 d, =0.189269
¢, =0.010328 d; =0.001308
Référence:

Handbook of Mathematical Functions, Abramowitz and Stegun, National
Bureau of Standards, 1968.
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Borne inférieure de I'intégrale d'une distribution normale 45

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 61 + Ro Co
o1. 41 t 26. 33 STO R, c,
02. 71 x 27. 07 |7 R, c,
03. 13 Ly 28. 44 CLX R, d,
o4. | 31 |t 29. | 38 [RCL Ra ds
05. 22 In 30. 02 2 Rs ds
06. 31 f 31 71 x Rgt
07. 42 | Wx 32. 34 |RcL R; 1+d, tHdy ti+dst?
08. 33 | sTO 33. 01 |1 R,
09. 06 |8 34. 61 |+ R
10. 41 1 3s. 71 x Reo
11. 41 1 36. 34 RCL Re4
12 41 1 37. 00 0 Rez
13. 34 RCL 38. 61 + Res
14, 05 5 39. 34 RCL Res
15. 71 X 40. 07 |7 Ros
16. 34 RCL 41. 81 & R.6
17. 04 | 4 42, 51 _ Rer
18. 61 43. -00 GTO 00 Reg
19. 71 x 44, Rag
20. 34 RCL 45.
2. 03 3 46.
22. 61 + a7.
23. 71 x 48.
24, 01 1 49,
Exemples:
1. Q=0.12
x =1.18
2. Q=0.05
x =1.65
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Intraduire le programme [ JI ” ” l
2 | @ s ] JC_ ]
. [so [+ 1 | ]
o Csro Iz [ |
o |Csro J[= | | |
g ([ so J[ e [ ][ l
o |[sro J[ s [ est ][ |
}—3 Introduire Q ] Q R/S I II:II I b
4 Pour un nouveau cas, aller en 3 r Il JI ” |




46 Loi du Chi-Carré

LOlI DU CHI-CARRE

Ce programme calcule la fonction densité du chi-carrée

avec x = 0, v étant le degré de liberté.

Fr(2) e
2 f(x)

Remarques:

L.

Le programme impose que v < 141. Si v > 141 et §’il est pair, I'affi-
chage ne donne que des 9 pour I'( /2). Si v>141 et sil est impair,
aucun signal particulier n’est affiché, mais les résultats sont incorrects.

2. Siala fois x et v sont grands, 'affichage peut clignoter.
3. Sivest pair
14 v
r(3)-G-)
2 2
Si v est impair
v v v 1 1 )
r(=)=(=-1) (= - =Yr(=).
GrG-) G-9-G)G
4. r(i)=\/n'
2
5. f(x) peut étre utilisé comme entrée pour le programme «Distribution
du chi-carré» pour calculer les distriburions cumulatives. Dans ce cas,
enregistrer f(x) avec le plus grand nombre de chiffres possible pour la
réintroduction.
Reéférence:

Abramowitz and Stegun, Handbook of Mathematical Functions, National
Bureau of Standards, 1968.
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Loi du Chi-Carré 47

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 31 f Rg(r/2) -1
o1. a1 t 26. 42 Vx R, Utilisé
02. 02 27. 71 X R, x
03. 81 = 28. 84 R/S Rs
04, 01 1 29. 33 STO R,
05. 51 = 30. 02 2 Rs
06. 33 STO 31. 34 RCL Rea
07. 00 0 32. 00 0 R,
08. 84 R/S 33. 12 ¥ Rg
09. 83 > 34. 22 Xy Rg
10. 05 5 35. 81 Reo
11, 32 g 36. 02 2 Re,
12. -20 x=y 20 a7. 34 RCL Rs2
13. 23 Rl 38. 00 0 R,y
14, 33 STO 39. 01 1 Req
15, 71 X 40. 61 + Rgs
16. 01 1 41. 12 y* Ree
17. 01 1 42. 81 o Rer
18. 51 - 43, 34 RCL Reg
19. -09 GTO 09 44, 02 2 Rug
20. 34 RCL 45, 02
21. 01 1 46. 81 o
22. 71 X 47. 32 g
23. 31 f 48. 22 e~
24, 83 m 49, 81 +
Exemples:
1. vr=20, 2. =3
() :
I'—=)=362880.00 F(—) = (.89
2 2
(9.591) =0.02 f(7.82) =0.02
(Appuyer sur [f] Sl [9]: (Appuyer sur s [9]:
affichage de 1.527751934-02) affichage de 2.235743714-02)
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire le programme I ”_ —“ ” ]
2 |Initialiser 1 [ sto [ v [ est [ ] T
3 |Introduire » v [ rs [ I[ 1l | w2
4 | Si v estpair, alleren 6 | ” ” H I
_5 Calculde I' (v/2) pour v impair [ R/S ”_ J[ ” | Tv/2)
| e C_ 1]
6 | Calcul de I (»/2) pour » pair r f || nl ” GTO |[ 2 —I
[ s 1l I[ Il J|  rea
7 Introduire x; calcul de f (x) . x rml ”—-«-‘-—“ |—.- Wf;x)
8 | Pourunnouveau cas, aller en 2 | ” I |




48 Distribution du Chi-Carré

F !3 Distribution du Chi-Carré 49
DISTRIBUTION DU CHI-CARRE | — T
F |,‘ “one TOUCHE el ooE TOUCHE REGISTRES
o LIGNE
. | 00. 25. | 03 3 Ry »
x, v et f(x) étant connus, ce programme utilise une série convergente T ! o1. 33 | sTO 26. 71 | x R, 2xf(x)/v
pour calculer la distribution cumulative du chi-carre : | o2 | 02 |2 27. | 33 |sTO R, x
R 03. | 8 | Ais 28. | 03 |3 R, Utilisé
L I 04. 33 STO 29, 61 + R,
P(x) = f f(t) dt i ] 05. | 00 [0 30. | 32 |9 Rs
0 ) r 06. 81 | = 31. |-33 | x=y33 R,
o o7. | 02 |2 32. |-15 [GTO 15 R,
= . ! 08. 71 x 33. 34 RCL Ry
2x X ‘ 09. 71| x 34. 01 1 R
== f(x)|1+ = :
- ) ; (r+2)(p+4)..(v+2K) S| 10| 33 |sT0 3. | 71 [« Reo
L | 1. | o1 | 36. |00 [eTo00 Ra
e - 12, 01 |1 37. Res
oux =0 L 13. 33 | sTO 3s. Rea
. . 4. | 03 |3 39. R,
vest le degré de liberté, et la fonction densite E 'I - 15 1 32 | roL pry a,:
6 | 02 |2 a1. R,
. E= 17 34 | RCL 42 R .
2 \ . - .7
- X 18. 00 |0 43, R
f(x) = 8
*) Z N = o= 19. | 02 |2 aa4. Reg
2 [‘(._2)3 2 ‘ 20. | 61 |+ 45.
E | 21. 33 | sT0 46.
. . 22. | o0 [0 47,
(x) E, \L ; 23. 81 = 48.
: 24. | 314 | RCL 49.
| = I; Exemples:
1. f(x)=1.527751934 x 1072
toe x=9.591
P(X) |
S| v=120
o P(x)=0.03
0 X = {; Remarque: Pour f(x), voir le programme «Loi du chi-carré».
= 2. f(x)=2.235743714 x 1072
Le programme calcule les sommes partielles successives de cette série. _ \ x=782
Quand deux sommes particlles consécutives sont égales, cette valeur est | T p=3
alors assimilée a la somme de la série. { )
] P(x)=0.95
Remarque: . !; NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
q 5 . . , 1 |
f(x) peut étre calculé au moyen du programme «Distribution du chi-carré». | 1| Introduire e programme [ Il Ii I 1 ]
. b | 2 |Inwoduire f (x), x et » ix) [t ] 1| ” |
Référence: [ - « e Ces I |
Handbook of Mathematical Functions, Abramowitz and Stegun, National ) I e |Les ] [ I I e
Bureau of Standards, 1968. | 3 |Pourunnouveau cas, alleren 2 r “ ”—”_ l



50 Distribution de F
DISTRIBUTION DE F

Ce programme calcule la valeur de I'intégrale de la distribution de F:

Yy
2

dy

v, +v

G)rG) )

2

Ce () ()
Q(X)=f
’ r

pour x positif donné, v, v, degrés de liberté, avec v ou v, pair.

Q(x)

L’intégrale est calculée a I'aide des séries suivantes:

l. v,pair

Ka

Qx)=t2 1+%(1—t)+...

-2
va(vy +2) .. (vy +vy —-4) el
+

_ 2
2+4 .. (Vl et 2) (1 t)

e \I -\ B\

___—___‘_-_-_-_-_-_-._._-u_._.-._.‘.-
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Distribution de F 51

2. vy pair

v,

Q(X):l-(l—t)T 1+I;—1t+.._

vi(vy +2) ... (v, tvy =4) sz_z
24 ... (vy -2)
V2
ave¢ t=———.
v, tuv; x
Remarque:

Si vy et v, sont tous les deux pairs, les deux formules conduisent 4 des
résultats identiques. On peut gagner du temps en choisissant le degré le
plus petit comme degré pair. Par exemple, si v =10, v,=20, choisir
vy pair pour obtenir la réponse.

Référence:

Handbook of Mathematical Functions, National Bureau of Standards,
1968, Abramowitz and Stegun.

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES

LIGNE | CODE LIGNE | CODE

00. 25. 34 RCL Rot, 1-t

o1. 61 + 26. 00 |Jo Ry p,

oz2. 81 + 27. 71 x R v,

03. 33 |sT0 28, 34 |RcL Ra /2

04. 00 0 29, 04 4 Rs0,2,..

05. 34 RCL 30. 02 2 Rs Utilisé

06. 02 2 31. 61 + Rg

07. 02 2 32, 33 STO R,

08. 81 + 33, 04 4 Ry

09. 12 y* 34, 34 RCL Ry

10. 33 STO 35. 01 1 Raeo

11. 03 3 36. 32 g Ra,

12. 01 1 37. |-44 x=y 44 R,

13, 34 RCL 38. 23 R Res

14, 00 0 39. 81 S Res

15. 51 = 40. 33 STO Res

16. 33 STO 41. 61 + Res

17. 00 0 42, 05 5 Re7

18. 01 1 43. | -19 GTO 19 Res

19. 34 RCL 44, 34 RCL Reg

20. 02 2 45, 05 5

21, 34 RCL 46. 34 RCL

22. 04 4 47. 03 3

23. 61 + 48. 71 X

24, 71 x 49, -00° | GTO 00




52 Distribution de F Distribution de t

Exemples: DISTRIBUTION DE t
1. vy = 7, Vy = 6
Q (4.21)=0.05

Ce programme calcule la valeur de I'intégrale de la distribution t
2. vy =4,v,=20

|
Q(2.25)=0.10 | B v2+1
v+l y?
1 o r 1 + <
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS | _ 2 v
I(x, ) d
1 | Introduire le programme |— ” ” ” | I -~ \/1; F(*)
2 | Initialiser 0 [ sto ” 4 ”
1 [ sto ][ s ][ est || 1.00 =
3 | Si v, est pair, alleren 5 [ “ 4“ “ avec X > 0

v représente le nombre de degrés de liberté de la distribution.

|
B -4 |
4| Intraduire v, »; et x ¥ [ sto “— 1 ! “ |

" [so ][ =2 ][ Il |

x [rec ) 7 ][ x [ met ]
[ 2 [ ms ]| f | aw
5_|v. pair no (Cso [ ] I |
W ez I 1
x [ Jree [0 [ = ]

[rer 2 [ s I 1-am I(xv)
- I = | |
8 Pour un nouveau cas, alleren 2 I [_ ” ” ]
L
-X 0 X

Les formules utilisées sont:

|

1.  wpair

.

I(x, ») = sin § 1+%c0328+; 2 cos* @ +. ..

B A -
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54 Distribution de t Distribution det 55

"
]

TR
2. vimpair I Exemples:
bR T
20 | 1. 1(2.201, 11)=0.95
— siv=1 o ! 2. 1(2.75, 30)=0.99
1, %)= 20 2 2 I E E
Y s 2 osBlsing l:l +§ cos2 @ +. .. A s NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
L L | 1 Introduire le programme [ ” —“ II |
20 4..(r-3) . o T e e JC_]
+—§m—ﬂ—”COSU—3 ] sip> ] l 3 | Si v est impair, aller en 4 N { ” “ ” ]
1 (V_é) E’ - ! 4 | v st pair 0 STO L 3 ” !l |
| A | R |
ou 6 =arctg | 7 v [so [ 7 [ ms [ 1 1w
v I & |Siv=1 alleren 4" 1 so [ 3 | I ]
458
Ell P R N | B
m S T R O
Référence: I . [+ o J[ w ][ sto ]
| . . . " , [ e s s ]
Handbook of Mathematical Functions, Abramowitz and Stegun, National P =
s Il Il ]
Bureau of Standards, 1968. = B R | |
F 1 ! cas
| [ x J[wmec [« J[+ ]
AFFICHAGE AFFICHAGE E I ; L2 J[ =]« J[= ]
TOUCHE TOUCHE REGISTRES
LIGNE | cODE LIGNE | CODE I [ =1 Bl | I 1w
00. 25. | 61 |+ Ro1+{cos® 0)/2+.. Eoim 4 v=1 x o e )2z =]
o f o L s Tw foo  HB., | I | — T
02. 42 X 27. 03 2 cos’ @
03. 81 e 28. 34 RCL R3p 2.4,..0u1,35. E 1 ; 5 |Pourunnouveau cas, alleren 3 —” |L_____J
04. 32 |g 20. | 01 1 Rag ~ ]
05. 14 | tan”! 30. 32 |g Rs ! 1 ;
06. 33 |sTO 31. | -41  |x=v 4 Re |
07. | 04 |4 32. | 23 [m! R, E =
08. 31 f 33. 81 = Ry |
09. 13 cos 34, 34 RCL Rg e
1
10. 32 |g 35. 02z |2 Reo E ;
11, 42 x? 36. 71 X Re, = |
12. a3 [ st0 37. 33 |sTO0 Rz | ;
13, 02 2 38. 61 + R.s l
I E 30. | o0 o Res P T
15. 33 | sTO 40. |-17 |GTO17 Res ‘
16. o0 |o a1 34 | RCL R,e -
17. 31 | RCL 42. oo |Jo Ror E ‘ ;
18. 03 |3 43. 34 | RCL Res
19. | o1 |1 aa. | 04 |a Req | S |
20. 61 |+ 45. 31 |f e
21. 71 X 46. 12 sin L ! ;
22. 34 RCL 47. 71 X
23. 03 |3 48. | -00 | GTOOO E - '
24. 02 |2 49.

/1
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56 Distribution normale a deux variables Distribution normale a deux variables 57

R
DISTRIBUTION NORMALE A DEUX VARIABLES . | Exemple:
]
“I‘ w=-1 6, =1.5
. e L . - =1,6,=0.5
Ce programme calcule la densité de probabilité conjointe de deux variables = i = %2_0 762
E- 1 ! £(1,2)=0.04
= 1 -P(x,y) ' f(~1,1)=0.30
fix,y)= \/—26
20, 02 V1 - iy
1 Y2 P E l ! NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
avec E' I s 1 | Introduire le programme [ ” ” “ ]
| _2 Introduire p,, oy, Kz, 02, P Hi I 5TO ][ 0 _”_“.jl ]
1 =) =)y -p2) (Y -pp)? s S | ]
P(x,y) = -2p * I
2 2 0,0 2 i [so ][ 2 [ I[ |
2(1-p%) 0, e a2
s o s 7]
| e ol s =]
s [ 1o I = e ]
Remmq“es: | 3 Introduire x et y X | 1 " " " |
. E'! y rel [ 2 [ = J[reL |
L. 6,70, 6,#0 ] s
2. Le programme exige que p2< 1 B L2 I+ Mo )| 7 |
. ' ‘ ! [rs ][ 1l [ || fxw
4 Pour une autre valeur de x, Y. | “ ” ” I
AFFICHAGE AFFICHAGE B l aller en 3
LIGNE | CODE TOUCHE LIGNE | CODE TOUCHE REGISTRES L] Pour un nouveau cas, aller en 2 | ” ”____I I
00. 25. 51 |- Ro #; = |
ol | 32 |a 26. | 34 | RCL R, 0, s
02. 4z | < 27. 05 |5 R, u; -
0 | 2z [= 2. | 02 |2 Rs 0 o
04. 34 RCL 29. 71 X Ry p ) |
05. | 00 |0 3. | 81 |+ Ry 1-p° E =
06. 51 - 31. 42 CHS Reg (x—u, )0, |
07. | 34 | RCL 32. | 32 |gqg Ry (y—3)/0; 13
08. 01 1 33. 22 e* Rg E \ ;
09. 81 |+ 34, 34 | RCL Ry —ag
10. 33 STO 35. 05 5 Reo E ‘ ;
11. 06 |6 36. 31 f Re, :
12. 32 | 37. 42 |x Rz E - ;
13. 42 | ¥ 38. 34 | RCL Res B |
1a. | 61 |+ 39. | o1 |1 Res B
15. 34 | RCL 40. 71 [x Res E
16. 06 |6 41. 34 | RCL Res P
17. 34 RCL 42. 03 |3 Rer E ‘ ;
18. 07 7 43, 71 X Res —ace
19 71 x 44, 02 |2 Reg E- ’
20. 34 RCL 45. 71 X i)
2 04 4 46, 31 f E '3
22 71 x a7. 83 |~ ]
23. 02 |2 48. 71 |x -
24. 71 X 49, 81 + E ;
i -



58 Distribution normale du logarithme

DISTRIBUTION NORMALE DU LOGARITHME

Si X désigne une variable aléatoire dont le logarithme est distribué suivant
une loi normale de moyenne m et de variance 62, X est alors distribué
suivant une loi normale logarithmique représentée par une fonction de
distribution:

1 —% (In x-m)?
fx)y=————e %

xV2mo?

avecx > 0.

Ce programme calcule f(x) pour m et 62 donnés; il donne en outre:
— la médiane e™

2
—le mode e™™?

2
— la moyenne e™* (" /2)

. 2 2
—la variance €@ *2™ (e?” - 1).

Remarque:

Le programme exige que 62 # (.

Réfeérence:

Statistical Theory and Methodology in Science and Engineering, K. A.
Brownlee, John Wiley & Sons, 1965.
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Distribution normale du logarithme 59

AFFICHAGE | _ CHE AFFICHAGE | toucHE REGISTRES
LIGNE | CODE LIGNE | cODE
00. 25. 51 - Rg o?
o1. 34 ACL 26. 32 g Rim
02. 01 |1 27. 42 | < R x
03. 34 RCL 28. 34 RCL R,
04. 00 0 29. 00 0 R,
05. 02 2 30. 81 + Rs
06. 81 + 31. 02 2 Rg
07. 61 + 32. 81 + R,
08. 32 g 33. 42 CHS Rg
09. 22 e 34. 32 g Ry
10. a4 R/S 35, 22 e Reo
11. 32 g 36. 31 f R.1
12. 42 x* 37. 83 T Rez
13. 34 RCL 38. 02 2 Ra3
14. 00 0 39. 71 x Ras
15. 32 g 40. 34 RCL Res
16. 22 e 41. 00 0 R.6
17. 01 1 42. 71 x Rer
18. 51 = 43. 31 f Reg
19. 71 X 44. 42 | Vx Rag
20. 84 R/S 45. 81 +
2. 31 f 46. 34 RCL
22. 22 | n 47. 02 |2
23. 34 RCL 48. 81 +
24, 01 1 49. | 20 GTN 20
Exemple:
m=1 ¢2=1 f(.1) =0.02
Médiane =2.72 f(.6) =0.21
Mode =1.00 f(1) =0.24
Moyenne =4.48
Variance =34.51
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme I II ” ” |
2 Mettre enmr_némoire m,a? a? 1 STO |[ 0 ” |L —]ﬁ ]
_ m [ sto ][+ ][ st | J
O | I | ——
prec JI v ][ R J[ o ]
[ - J[ s & J[ ]| moce
¢ | e anamea [rs L | | [ moyenne
I RISJI “ ” ] variance
& |Introduire x x [sro J[ 2 [ wms || (x)
6 ;:ﬁ:;reunng autre valeur de x, I ” ]r ]L J




60 Calcul des paramétres de la loi de Weibull

CALCUL DES PARAMETRES DE LA LOI DE WEIBULL

La fonction densité de probabilite de Weibull est donnée par
b
-1 (X
f(x) = b (3)
gb

avec 6>0, b>0, x>0

La fonction de distribution cumulative est

b
Fx)=1-¢ ?)

Ce programme calcule les paramétres de la distribution de Weibull b et 6
pour un ensemble {xq, ..., X, | donné.

Une application fréquente est 1'utilisation de I'analyse de Weibull pour de
mauvaises données ou tous les échantillons sont testés comme mauvais.
Pour utiliser le programme, cataloguer ces échantillons de maniére a placer
les moins mauvais en premier et les plus mauvais en dernier.

Le rang moyen (R.M.) est donné par

R;-03
n+04

ou R; est le rang de la mauvaise donnée x;. En utilisant le rang moyen
comme approximation de F(x;), on effectue un ajustement, par la méthode
des moindres carrés, de la droite représentant la distribution cumulative

1

[ 1 d-bnx-bho.
T-Fx)) °

In In

Pour obtenir les estimations de b et 8, la solution est similaire a celle du
probleme de la régression linéaire.
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Calcul des paramétres de la loi de Weibull
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 61 + Ro Utilisé
o1 01 1 26. 00 0 R, n
02. 33 STO 27. 22 X2y R,
03. 00 0 28. 51 - R,
04. 32 g 29. 13 1/x R,
05. 44 CL-R 30. 31 f Rs
06. 84 R/S 31. 22 In Re
07. 33 STO 32. 31 f R,
08. 01 1 33. 22 In R,
09. 84 R/S 34. 22 x2y R,
10. 31 f 35. 11 T+ Reo n
1. 22 In 36. | -09 GTO 09 Rey Utilisé
12, 34 RCL 37. 31 f Raz Utilisé
13. 00 i 38. 21 L. R. Ra3 Utilisé
14. 83 39. 22 X2y Rea  Utilisé
15, 03 3 40. 84 R/S Res Utilisé
16. 51 - 41. 81 & Res 0
17. 34 RCL 42, 42 CHS Ry O
18. 01 1 43. 32 q Res @
19. 83 a4. 22 e* Res
20. 04 4 4s5. | -00 GTO 00
21. 61 + 48.
22, 81 = a7.
23. 01 1 48.
24. 33 STO 49,
Exemple:
xi: 34, 60, 75, 95, 119, 158 (heures trouvées mauvaises)
(les x; doivent étre introduits dans I'ordre croissant)
n=6
b=1.95
0 =104.09
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire le programme r ” ” ” —l
2 Initialiser 1 BST |[ R/S ]‘_—jl I T 0.00
3 |Introduire n - n R/S I I l
4 |Effectuer4 pouri=12..n Xj R/S - - - i
5 |Calculdebet® GTO 3 7 R/S b
[_rs | |l | 6
6 |Pourunnouveau cas, aller en 2 | " I[ ” |




62 Distribution binomiale I Distribution binomiale 63
N
DISTRIBUTION BINOMIALE | —— PP
F—* m ’ —Toon: TOUCHE v Tcone TOUCHE REGISTRES
¥ LIGN
: I 00. 25. 34 RCL R, Compteur
Ce programme calcule la valeur de la densité de probabilité d’une variable s o1. | 33 |sTO 26. | 04 |4 Ryn
distribuée suivant une loi binomiale pour p et n donnes: I 02. | 06 |6 27. | 71 [« Rap, pill-p)
s 03. | w0 |o 28. | 33 |[sT0 R (0)
i 0s. | 33 |sio 20. | 04 |4 R. Utilisé
{n - - ] 30. 33 | sTO Rs Utilisé
f(x) = X (1 —p)"~* - 05 00 0 s Utilis
) (x)p (1-») e I s o6. | 3¢ |RcL 3. | &1 |+ Re x
e T e o U | I I o
avec n entier positif 08. 3. Re
oo. | 04 |4 34, | 00 [0 Rg
0<p<let s 10. | 33 |sT0 35, | 01 |1 Ruo
- I 11. | 05 |5 a6 | 61 |+ R,
N E 5 - 12, 34 RCL 37. 33 | STO Res
11 utilise la relation de récurrence ] 1 1o |1 L ST Res
Foom 4. | 34 [RcL 39. | 34 [RCL Ros
(0 -x) g 15. | o0 |o 40. | 06 |6 Res
f(x + 1) = PR~ % gy I 16. | 51 |- a1, | 32 |g R.s
(x+1)(1-p) F= 17. | 34 [ RcL a2, | a4 | x=y 44 R.,
I 18 | oo Jo 43. | -12 | GTO12 Rea
E = 1. | o1 | aa. | 3a |mcL Rag
(x=0,1,2,..,n-1) I 20. | &1 |+ 45. | o4 |4
pour trouver la fonction de répartition = 2. | &1 |+ 46. | 84 | RS
- | 22. | 3a [RmcL a7. | 34 [RcL
= 23. | 02 |2 48. | 05 |5
X 24. | 71 |« 49. | o0 |[GTOOO
P(x) = (k). |
kz:% E= Exemple:
- | n=06,p=04
EE e
: I £(0)=0.02
Remarques. E ; f‘(ﬁt\] =0.22
1
1. f(0)=P(0). ] P(4)=0.90
2. Quand x est grand et 4 cause de l'erreur d’arrondi, la valeur de la || NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
fonction P(x) risque d’étre légérement supérieure a 1. Dans ce cas, on ) | 1 | Intraduire e programme [ 1l I[ 1
considére P(x) =1 comme étant la réponse exacte. o= P — N SN I .
3. Le temps de calcul de ce programme dépend de la valeur de x; plus B _1|_ = e (Lo J[ 2 J[so J[ 4 ]
la valeur de x est grande, plus le temps de calcul est long. ‘ [+ J[ - J[ens J[ oL ]
- 7 ol =] o
. ] 2 . . =
4. La moyenne m et la variance ¢2 sont données par: E | - _. el I 1 e ]
m=np t-' [z J[- J[ = J[sm]
62=np (1-p) : L ) [ 2 [ sst || i |
E \L i 3 |Pourx>1 x rs | I[ Il | fix)
Référence: ‘ | I Il [ e
e . . . . . - | 4 Pour une autre valeur de x, I’ ” ” ” ] ]
Modern Probability Théory and its Applications, E. Parzen, John Wiley & B = | = Jellerend
SUHS, 1960. 5 | Pourunnouveau cas, aller en 2 [ ” “—” I
p =



64 Distribution de Poisson

DISTRIBUTION DE POISSON

La densité de probabilité est donnée par la fonction

AEe?
x!

f(x)=

avec A>0
et x=0,1,2,...

Fonction de répartition

Pe)= 3 fik).
k=0

Ce programme calcule f(x) et P(x) pour A donneé, a I'aide de la relation de
récurrence:
A

flx+1)= T+ 1

f(x).

Remarques:
1. f(0)=P(0)

2. Quand x est grand et a cause de I'erreur d’arrondi, la valeur de la
fonction P(x) risque d’étre légérement supérieure a 1. Dans ce cas, on
considére P (x) =1 comme étant la réponse exacte.

3. Le temps de calcul de ce programme dépend de la valeur de x; plus
la valeur de x est grande, plus le temps de calcul est long.

4, Moyenne = variance = A
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Distribution de Poisson 65

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 34 RCL R Compteur
o1 42 | CHS 26. 03 |3 R, A
02, 32 9 27. 71 X R, f(0)
03. 22 e* 28. 33 STO R 3 Utilisé
04. 33 |[STO 29. 03 |3 R, Utilisé
05. 02 |2 30, 33 |sTO R x
06. 84 | RIS 31. 61 |+ R,
o7. 33 | sT0 32. 04 |4 R,
06. | 06 |5 33. | 3¢ |RCL R,
09. | 00 |0 3a. | oo Jo R,
10. 33 STO 35. 01 1 Reo
11. 00 0 36. 61 + R,
12, 34 RCL 7. 33  |sTO Rz
13. 02 2 38. 00 0 Res
14, 33 STO 39. 34 RCL Res
15. 03 |3 40. 05 |5 R,s
16. 33 STO 41. 32 g T,E
17. 04 4 42, 44 x=y 44 Rez
18. 34 RCL 43. -18 GTO 18 Res
19. 01 1 44, 34 RCL Reg
20. 34 RCL 45. 03 3
21, 00 0 46. 84 R/S
22, 01 1 47. 34 RCL
23. 61 + 48. 04 4
24, 81 = 49, -06 GTO 06
Exemple:
A=32
£(0)=0.04
£(7)=0.03
P(7=0.98
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 | Introduire le programme ! “ ” |L _]
2 | Introduire i X 1 STO L 1 J{ BST “ R/S | flU-;_-__
3 [ pourx > 1 |
, [ rs ]| Il | |
4 zl?eurreunng autre valeur de x, | ” ” I[ ]
] Pour un nouveau cas, alleren 2 [ ][ ” |




66 Distribution binomiale négative

DISTRIBUTION BINOMIALE NEGATIVE

Ce programme calcule la valeur de la densité de probabilité d’une distri-
bution binomiale négative pour p et r donnés:

f(x)=("”'1)p'(1—p)"

r-1

avec r entier positif
0<p<let
x=0,1,2,...

I1 utilise la relation de récurrence

fx + 1)=L‘XF’_)+'[;‘—Jﬂ f(x)

pour trouver la fonction de répartition

P(x) = ) f(k).
k=0

Remarques:
L. f(0)=P(0)

2. Quand x est grand et a4 cause de l'erreur d’arrondi, la valeur de la
fonction P(x) risque d’étre légérement supérieure a 1. Dans ce cas, on
considére P(x) =1 comme étant la réponse exacte.

3. Le temps de calcul de ce programme dépend de la valeur de x; plus
la valeur de x est grande, plus le temps de calcul est long.

4. La moyenne m et la variance 62 sont données par

m=10-p)
p

o2 =11-p)
p?.

5. Si p représente la probabilité de réalisation d’un événement donne,
f(x) représente la probabilité pour qu'aprés x +r essais, 'événement se
réalise r fois.
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Distribution binomiale négative 67

Reféerence:

Modern Probability Theory and its Applications, E. Parzen, John Wiley &
Sons, 1960.

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 61 + R Compteur
o1. 33 STO 26. 33 STO R, p
02. 06 ] 27. 00 0 R, r
03. 00 0 28. 81 + R f(0)
04, 33 STO 29. 34 RCL R4 Utilisé
05. 00 0 30. 04 4 R s Utilisé
06. 34 RCL 31. 71 x Rg x
07. 03 3 32. 33 STO R,
08. 33 STO 33. 04 4 Ra
09. 04 4 34. 33 STO Rg
10. 33 STO 35, 61 + Rao
11. 05 5 36. 05 |5 R,
12 01 1 37. 34 RCL R.»
13. 34 RCL 38. o0 |o Res
14. 01 1 39. 34 RCL Rea
15. 51 - 40. 066 Res
16. 34 RCL 41. 32 g Res
17. 00 0 42, 44 x=y 44 Rz
18. 34 RCL 43, =12 GTO 12 Res
19. 02 2 44, 34 RCL Reg
20. 61 + 45, 04 4
21. 71 X 46. 84 R/S
22, 34 RCL 47. 34 RCL
23, 00 0 48. 05 5
24. 01 1 49, -00 GTO 00
Exemple:
p=09,r=4
f(1) =0.26
P(1)=0.92
f(2) =0.07
P(2)=0.98
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme | " | Ii I
2 Introduire p et r p I ST0 ” 1 || ]L I
" [so J[ 2 [[ v ][ sto ]
3 ][ est | |l | fo
3 |Pourx 21 x [(rs [ 1] Il | flx)
R [ rs | I |
4 ;T;reunng autre valeur de x, I— ]I ” ” |
5 |Pour un nouveau cas aller en 2 ::” |[ |[ l 1




68 Distribution hypergéométrique

DISTRIBUTION HYPERGEOMETRIQUE

Distribution hypergéométrique 69

A\

Référence:

\\

Mathematical Statistics, J. E. Freund, Prentice Hall, 1962.

A\

3. Le temps de calcul de ce programme dépend de la valeur de x; plus
la valeur de x est grande, plus le temps de calcul est long.

4, Quand x est grand et a cause de Perreur d’arrondi, la valeur de la
fonction P(x) risque d’étre légérement supérieure a 1. Dans ce cas, on
considére P(x) =1 comme étant la réponse exacte.

5. La moyenne m et la variance ¢2 sont données par:
an

ath

m=

mmEmmEmmm
t

ot = abn(a+b-n)
(a+b)? (at+tb-1)

R
| N
Ce programme calcule la valeur de la densit¢ de probabilite d’une distribu- | AErEACE RErTETRGE
tion hypergéométrique pour a, b et n donnés: I TOUCHE TOUCHE REGISTRES
t 1 s LIGNE | CODE LIGNE | CODE
I 00. 25. 81 + Ry Compteur
(a) ( b ) 4 o1. 33 | sTO 26. 34 | RcL R,a
f(x) = x/\n-x E' ! 02. oo |o 27. 05 |5 R, b
atbhb l 03. 34 | RCL 28. 7 x Ran
N o= o4, | 01 |1 20. | 33 |[sTO R £(0)
05. 51 - 30. 05 5 Rs Utilisé
avec a, b, n entiers positifs | ! 06. 34 | RCL 31. 33 |sTO Rs Utilisé
- _ | o7. 00 0 32. 61 + R;x
x<an-x<bet E. | g 08. 34 | RoL a3. 06 |6 Ry
x=0,1,2,....n. - | 09. 03 3 34. 34 RCL Rg
10. 51 | - as. 07 |7 Reo
11 utilise la relation de récurrence B i - 1. 7| x 3. | 01 1 Ra,
12, 34 RCL 37. 34 RCL R,
B (X _ a) (X _ ﬂ) E T, ! 13. 00 0 38. 00 0 Res
fix+1)= T E— f(x) | 14, 01 1 39. 61 |+ Res
(x J(b-n+x+1) E | ! 15, 61 + 40. 33 STO Rys
i | 16. 81 = 41. 00 0 Res
_ 17. )
(x=0,1,2,..,n-1) B E1 i 42 32 g Rer
18. 34 LAST X 43. -45 x=y 45 Res
our calculer la fonction de répartition | . 3L RCL 44 1-03 1GTO03 ==
pou p B 20. | o2 |2 45. | 34 | mcL
‘ 21. 31 | RoL 46. | 05 |5
x E | ; 22. 03 3 47. 84 R/S
P(x)= Z f(k). ‘ 23. 51 - 48, 34 RCL
= - 24.
k=0 E | ; 61 + 49. 06 6
Remarques:
I.ng 69 ;
2. £(0)=P(0) C

/1]



70 Distribution hypergéométrique

F !! Loi multinomiale 71
Exemple: = l = LOI MULTINOMIALE
1
Etant donné a=8,b=12, n=6, ona: - ’
f(0) =0.02 - i1 . .
&33 =032 E i ! Ce programme calcule la probabilité corrélée de k variables aléatoires
P(3)=0.86 : (k=2, 3, ... ou 8) distribuées suivant la loi multinomiale suivante
. I :
f(S) =0.02 E | g _ n! 0.% 9.%2 0, %k
P(5)=1.00 Em X2 -0 M) = g O 0 O
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS| E ! ! . .
1 | Introduire le programme I Ir " ]I I | ou 2 Bi =1, Z X; = n, Bi >0et
2 | Introduire a, b, n a I_ STO ” 1 ” | E E{' 1 ! i=1 i=1
b s ]2 1 1] \
n [so J[ 3 J[ R [ 2 ] = x=0,1,2,..,n (i=1,2,..,k).
C 7 L =] |
R 3 - 1 | . c . 5
(R |l I | E 1 ! Les paramétres de cette distribution sont n, 6, f,, ... et 6.
[ | |
[(rec [ 2 [+ [+ 1 E : a Remarque:
[ )¢ [ astx][ meL | | _
E | || E= Le programme impose n < 69.
+ | + ” STO 4 | f(0) |
F I ! AFFICHAGE AFFICHAGE
3 |Pourx =1 x [sto [ 7 [ re [ 4 ] i TOUCHE TOUCHE REGISTRES
l ” “ ” I LIGNE | CODE LIGNE | CODE
STO 5 STO 6
- - i RCL R, Uti
- E ; 00. 25 34 oUt{Ifsé
[ o J[est J[ ms | J x) o1 | 31 |+ 26. | 04 |4 R, Utilisé
[(rs | | | e E & 02. | 43 | nl 27. | 33 |sTO R, Utilisé
4 ;‘I?Elireunng autre valeur de x, i ” I[ ” | 03. 34 RCL 28, 03 3 R 3 Utilisé
5 | Pourun nouveau cas, aller en 2 I ” ” ” | E i ; g; (3)1 : ;2 g; :CL :: z::::zz
086. 34 LAST X 31. 33 5TO R ¢ Utilisé
= or. | 12 [y~ 32. | 04 |a R Utilisé
08. 22 | x2y 33. | 3¢ |RcCL R g Utilisé
E}h; ; 09. 81 |+ 34. | 06 |6 R Utilisé
10. 33 | sTO 5. | 33 |[sTO Reo n!
: 11. 7| x 3. | 05 |5 R.,
3 ‘, - 12. o0 [o a7. | 34 |RcL R..
n 13. 34 RCL 38. 07 |7 R.,
B - EE 3. | 33 |st0 Rus
! 15. | 33 [sTO a0. | 6 |8 Rys
o= 16. | 09 |9 41 | 3¢ |RcL Ree
‘ 17. 34 | RCL 42. | o8 |8 Rer
= = 18. 02 |2 43. | 33 |[sTO Ras
19. 33 | sT10 a4, | 07 |7 Ruo
| 2. [ 01 |1 45. | 34 |RCL
- 21. 34 | RCL a6. | 09 |9
| 22 | 03 |3 a7. | 33 |st0
ke = 23. | 33 |sTo a8. | 08 |8
2. | o2 |2 49. |-00 |[cGTOOO
=

1



72  Loi multinomiale

Exemple:
Soit 6;=0.2,6,=0.1,0;=0.2, 8,=0.15, 05 =0.17, 65 =0.18 et n=20.
(1,2, 3,4, 5, 5)=1.274857927-04
£(2,4,0,4, 2, 8)=1.688980098-06
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme ”
2 | Effectuer 2 pouri=1,2,.. k 9 STO I “
A I | AN | | N
3 [Sik=28 alleren6 | ”
4 | Fixer tous les autres €;=1 1 I H |
5 |Effectuer5 pouri=k +1,., 8 STO I
i I " ” 1.00
6 | Introduire n n ] f | n! ” STO " 0
I STO I C ” 1] ” BST
7 | Effectuer 7 pouri =1, 2., k X; R/S a;
B |Sik =8, alleren11 I ” "
9 | Fixer tous les autres x; = 1 1 i “ l
10 | Effectuer 10 8-k fois 1.00
11 | Calcul de f (%, ..., xK) Flxy e, %)

12 | Pour une autre valeur de x I RCL ” ” 0 I STO |
Lo I 1 Il |

Aller en 7 I " ” ” ]

13 | Pourun nouveau cas, alleren 2 ] ” ” “_I

mmmmmMmMmMmmMMmMMM™MMMMM M M (W M W«
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Ajustement d'une fonction exponentielle 73

AJUSTEMENT D’UNE FONCTION EXPONENTIELLE

Ce programme calcule I'ajustement d'un nombre n de paires de points
[ (%, y). i=1, 2, ..., n,} par la méthode des moindres carrés, avec
y; > 0 a I'aide d’une fonction exponentielle du type:

y=ae®* (a>0).
Cette équation se linéarise par:
Iny=1Ina+bx.

Le programme calcule les éléments suivants:

1. Coefficients a, b:

1
ZxjIny; - " (Zx)(Z Iny;)

b= I
Exiz - (Exi)z
n

Zlny; ZX;
a=exp - -b .

2. Coefficient de détermination

2

[Exi Iny; - % Zx; Z1n y]

[zxiz _ (Exi)z:l [E(ln vi)? _w}
n n

3. La valeur estimée ¥ pour x donné:

r2_

A
y=aeb*

Remarque:

n est un entier positif différent de 1.

Référence:

Statistical Theory and Methodology in Science and Engineering, K. A.
Brownlee, John Wiley & Sons, 1965.
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74 Ajustement d'une fonction exponentielle Ajustement d'une fonction exponentielle 75

v

I
AFFICHAGE AFFICHAGE | Exemple:
TOUCHE TOUCHE REGISTRES F 1
LIGNE | CODE LIGNE | CODE -
; . 95 5 :
o e e 7w | x |072 131 195 258 314
o | 32 |a 26 | 32 g R, b | S vi | 216 161 116 085 0.5
02. | 44 |cLR 27. | 42 |¥ R, ]
03. | 8¢ |R/s 28. | 41 [t Ra F 1. a=345 b=-0.58
0a. | 31 |f 20. | 41 |t Ra | y =3.45¢70-58x%
05. 22 |n 30. 32 g Rs i 3
o6. | 22 |2y 3. [ 33 s R E | 2. =098
A
07. | 1 |+ 32, | 22 |x¥v R; J 3. pour x=1.5, y=144
o8. | -03 |GTOO03 33. 81 + R, E |
09. 31 f 34. 32 8 L & NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
10. 22 |In 35. 42 |x* Reg n E 1
11. 22 X2y 36. 71 X Rey, Zx; | 1 |Introduire le programme | . ” ” ” Iﬁ_ - ]
12. 31 f 37. 84 R/S Ry =x? F | 2 |Initialiser [[est ][ ms | | 0.00
13. 1 - 38. 34 RCL Res Zinvy: 0 | 3 |Effectuer 3 pouri=1,2,...n Xj | t ” ” I
14. | 03 GTO 03 39. 01 1 Resa T(lnyi)? S N ;
. . VN B | N |
15. 31 f 40. 71 X Res Sx:lny: | 5 | Effacer 15 donns ” mﬁﬁ
16. 21 L. R. 4a1. 32 g Ree 0 incorrecte xi, Yk
17. | 32 | a2. | 22 | Ry 0 . v ffero J[ o J[ s [ a5 ]
18. 22 e 43. 34 RCL Res 0 | 4 |Calculdea, betr? [ero [+ J[ 5 [ »s ] s
19. | 33 |st0 44. [ 00 o Reo 0 ! [rs ]l I[ I || e
20. [ 45. 71 |x | [rs | Il I ] )
A 84 R/S 45. =37 GTO 37 | & |Calcul de la valeur estimée y x I R/S “ Il IL J {,'\
22. 22 | x2y 47. -
6 |Pourune autre valeur de x, I ” ” ” ]
23. 33 STO 48. | alleren5
24, 01 1 49. I‘ Pourun nouveau cas, alleren 2 I ” “ I
I
I
I
-
\
\
I
1
|
by
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76 Ajustement d'une fonction logarithmique Ajustement d'une fonction logarithmique 77

b
v

AJUSTEMENT D’UNE FONCTION LOGARITHMIQUE AFFICHAGE AFFICHAGE
F TOUCHE TOUCHE REGISTRES
- LIGNE | CODE LIGNE | CODE
00. 25. 42 x* R, a
Ce programme ajuste une fonction logarithmique 3 o. | 32 |g 26. | 41 [t R, b
‘ 0z. | 44 |cL-R 27. 41 t R,
y=a+tblnx o 03. | 84 | Ais 28. | 32 |g R,
. ) . | 04. 22 X2y 29. 33 H R,
a un ensemble de points e 05 TR T % | 2 | -
‘ 06. 22 In 31. 81 5 Re
. 07. 11 | =+ 32. | 32 |g R
{(Xi,.‘h)e i=1,2, “} - 08. | 03 | Groo3 33, | a2 | n:
09. 22 X2y 34. 71 X Ry
avec x; > 0. o 10. 31 f 35, 84 |R/s Reg N
1. 22 | In 36 | 31 |t R., Zin x;
E 12. 31 f 37. 22 In R.; Z(In x;)?
11 calcule: ‘ 13. 1 z- 38. 34 RCL Res Sy
= 14. | 03 | GTOO3 3e. | o1 |1 Ras Zyd
1. Les coefficients de régression | :Z 3: fL = :C:'_ ;1 ;CL ::: 5\“ 0.
Eo 17. 33 | sTO 42, o0 |o Re; 0
1 | 18. 00 0 43, 61 + Res 0
Tyilnxj-— Zlnx; Zy; Eo 19. | 8 | RS 44. |35 |G6T035 |[Rs o
b= nl ‘ 20, | 22 | 2@y 4s.
2 2 21, 33 | sTO 46.
= (nx)* - — (Tlnx) E | e =
- 23. | 84 [ rss 48.
E 24, | 32 |g 49,

a=i(2yi—b21nx;)
n

2. Le coefficient de détermination

2

mormom

{Eyilnxi—rllzlnxizya

g i

r -
[‘3 (In x;)* - & (Z1n Xi)z] [‘2}’12 = = Yi)ﬂ
n n

3. La valeur estimée y pour x donné

k
i.}:a-i-blnx E
3

l

™

Remarque:

™

n est un entier positif différent de 1.

™
AS

e



78 Ajustement d'une fonction logarithmique

Exemple:
X | 3 4 6 10 12
vi | 15 93 234 458 60.
1. a=-47.02, b=4139
y=-47.02+413%91nx
2. 12=098
3. pourx= 8, 9 =39.06
pour x = 14.5, ¥=63.67
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme [ ”7 ” ” . |
3 |Effectuer3pouri=12..n Xi I i I | I
¥i R/S ” H || i
¥ _Eﬂacercltaednnr‘:‘ée X +
incarrecte Xy, Yk
Yi [ cro o [ e [ =rs ]
4 [Calcul dea, betr? [ GTO ” 14” 5 ” R/S ] a
Crs JCJC_JC_1| -
§ | Calcul de la valeur estimée y x D:‘: 1‘\
6 :I?:rreunng autre valeur de x, :] l_ﬁl—'”_‘-j
7 |Pourunnouveau cas, alleren 2 [ " ]r _” ]

oA\

"
e — e — o — - — — — — — —

il I LA T L T A DA TR R B

e i
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Ajustement d’'une fonction puissance

AJUSTEMENT D’UNE FONCTION PUISSANCE

Ce programme ajuste une fonction puissance
y=axb (a>0)
a un ensemble de points
(i, yi). 1=1.2,...,n}
avec >0,yvi>0
Si on linéarise cette équation de la maniére suivante

Iny=blnx+lna

le probléme peut étre résolu comme un probléme d’ajustement linéaire.

Eléments calculés par le programme:

1. Coefficients de régression

Z(Inx;)(Iny;) - (Zlnx)(Zlny;)
b= "
2
B (nxy)? - o

Zln i
a=exp’: Y -b
n

2. Coeflicient de détermination

Zlnx
n
2

(Zlnx)(Z1n yi):|

n

)2 - 32
[E (In Xi)z _ (Z 12 X;) jl I:E (Iny;)? - (z 12 yi) :|

3. La valeur estimée ¥ pour x donné-

[E (In x;) (In y;) -

T =

S;,:a‘{h

Remarque:

n est un entier positif différent de 1

79



80 Ajustement d’'une fonction puissance

Référence:

Statistical Theory and Methodology in Science and Engineering, K. A.

Brownlee, John Wiley & Sons, 1965.

AFFICHAGE | oucHE AFFICHAGE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE

00. 25. 84 R/S Ry a

o1. 32 g 26. 22 Xy R, b

02. 44 CL*R 27. 33 STO R,

03. 84 R/S 28. 01 1 Rj

04. 31 f 29. 84 R/S R4

05. 22 In 30. 32 g Rs

06. 22 X2y 31. 42 | X2 Rg

07. 31 f 32. 41 t R,

08.. 22 In 33, 41 t Rg

09. 1 T+ 34. 32 g Ry

10. | -03 GTO 03 35. 33 s Reg N

1. 31 f 36. 22 X2y Re; Zlnx;

12. 22 In 37. 81 o Re2 Z(lnx)?

13. 22 X2y 38. 32 g Res Ziny;

14. 31 | ¢ 39. 42 | x° Res Ziinyil?

15. 22 In 40. 71 X Res ZlIn xjIny;

16. 31 t 41. 84 R/S Res O

17. 11 - 42. 34 RCL Re; O

18. | -03 | GTOO03 43. 01 1 Res 0

19, 31 f 44, 12 | v* Res 0

20. 21 L. R. 45. 34 RCL

21. 32 q 46. 00 0

22, 22 e” a7. 71 x

23. 33 STO 48. -41 GTO 41

24, 00 0 49,

I et T O O O A R L IO e

f""’:r‘l‘

M

™o o

W§orwornoe e ey e

Exemple:

xi|10 12 15

Ajustement d'une fonction puissance 81

17 20 22 25 27 30 32 35

vi|095 1.05 1.25
1. a=0.03,b=146

141 1.73 200 2.53 298 3.85 459 6.02

y= 0.03x1.46
2. 12=0.94
Pour x=18, y=1.76
x=23,y=2.52
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 | Introduire le programme | |[ [r ]| |

2 |Initialiser

3 Effectuer 3 pouri=1,2, .., n

[est [ ms | 0.00
P | L]

3 Effacer la donnée

incorrecte xk, Yk __

i |

Xk

4 |Calculdea betr?

we [oo I 1 [ #s
[ero [ v ][ 2 ][ »s a

[rs L IC IC

5 | Calcul de la valeur estimée y

|
|
[ rs |l Il Il | ®
|
|

<3

s Q0 JC

B Pour une autre valeur de x,
alleren 5

I | | |

7 | Pour un nouveau cas, aller en 2

I | IC |




82 Analyse de la variance (une variable a la fois)

ANALYSE DE LA VARIANCE (UNE VARIABLE A LA FOIS)

Analyse de la variance (une variable a la fois) 83

Référence:

m o m

Mathematical Statistics, J. E. Freund, Prentice Hall, 1962.

M

L’analyse de la variance est un test de comparaison simultanée de plu-

df, =Treatdf=k - 1

fall
N A E N E N EEEEREEREEREEENEEERN

k
df;=Erreur df= ) n; -k

i=1

{
|
|
I
i d’ bre k i | AFFICHAGE | roucHE AFFICHASE | rouche REGISTRES
sieurs moyennes d’un n?m re _de groupes de traitement. Le groupe ‘ LIGNE | CODE LIGNE | cODE
iGd=1, 2 k‘) an c}observa_tlons (le traqtement peut comporter un E 00. 25. [ o1 |1 R, Utilisé
nombre égal ou in¢gal d’observations). [ o1. | 33 |sT0 26 | 81 |= R, Utilisé
- —
E, 02. 61 + 27. 33 STO R, Utilisé
Somme; =somme des observations dans le groupe de traitement i ! 03. | 00 [O 28 | 61 |+ R Utilise
E I 04. 32 g 29. 02 |2 Rs Zn;
n; | 05. | 42 | x° 30. | 34 |RCL Ry ZEx;
- Z Xij E ~ 06. 33 [ sTO 31. 00 |o Re ZExii
— - o7. 61 ¥ 32. 33 |sTO Rz somme;
| o8. | 05 |5 3a. | o7 |7 Raq
1
k0 2 3 09. | 01 |1 3a. [ 33 [sTO Reo
10. | 34 | RCL 35. | &1 |+ Reo
- Z Xij
kK nj L « o NI E 3. | 06 |6 Re,
Total SS = Z Z xij2 i=1 j=1 \ 12, | 61 |+ a7. | 34 |RcL Re2
e = k 13. 33 | sTO 38. | o1 |1 Res
i=1 j=1 R~
Z n; [ 4. [ o1 |1 39. | 33 |sTO Res
i=1 E : 15. -00 GTO 00 40. 61 + Res
‘ 16. 01 1 41, ‘| 04 4 Res
| 17. | 33 [ sT0 42. | o0 Jo Rer
n; 2 K nj 2 3 } 18. 61 + 43. 33 | sTO Res
1
19. 03 3 44. 00 0 Reg
Xij > xij |
k Z—; 4 Zn - . T 20. | 34 | mRcL 45. | 33 |sTO
Treat S§ = Z : S\ L ~ 2. [ o Jo 46. | 01 |1
prt 0 k 3 ‘i 22. | 32 | g a7. | 3a [ RcL
Z n; - | 23. 42 | x* 48. 07 |7
=1 " 2a. | 3 [ RoL 49. | o0 | GToOO
|
Erreur 88 = Total SS - Treat SS ‘ I
b
|
I
|

oo
:

Treat SS [
Treat MS = ———

rea Treat df i
s

Erreur MS s k
Erreur df I
R
_ Treat MS - K !

avec k-1 et Z n; — k degrés de liberté

i=1

“ErreurMS



84 Analyse de la variance (une variable a la fois)

Exemple:
]
1
1
Traitement 2
3

Somme 1 =60.00
Somme 2=136.00
Somme 3 =70.00
Total SS=172.93
Treat SS=66.93

Erreur SS=106.00

10 8 5 12 14 11

14 13 10 17 16

F=3.79.
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme l “ ” ]l [
2 | Initialiser | f I CLR | BST i 0.00
3 | Effectuer3-5 pouri=1,2,...k

I 4 |Effectuer 4 pourj =1,2..,n; Xjj

5
6 | Calculde F

re [ 2 [ me |[ e

e [ ¢ [ reL J[ 4

-l I I

Total S5

Treat SS

Erreur SS

t |[uastx [ ReL J[ =2
I =
ree |[a [ mer ][ =

S | | |

7 | Pourun nouveau cas, aller en 2

L |
[ |
[ I
I ]
[ = 1 -1l I[ |
I |
I |
I ]
I |
[ |
I |

Il i Il

AT AT
]

AT LI

mEmmmm

mm™m

nMEMnTE
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Test t sur des paires de variables

TEST t SUR DES PAIRES DE VARIABLES

85

Soit une série d’observations prises deux par deux dans deux populations
normales de moyennes inconnues py et py.

Si

Le test statistique

X; i X Xz Xp
Yi | i Y2 - Va
Di=xi-v¥i

— 1 =
D=F 3D

i=1

ZD;? - L (ZD;)?
n

Sp=
n-1

5

,I
I
S |l

qui a (n—1) degrés de liberté peut étre utilisé pour tester I'hypothése nulle:

Réference:

Statistics in Research, B. Ostle, ITowa State University Press, 1963.

Hotpp=pp



de liberté pour tester ’hypothése nulle.
t=-7.16
df =4.00

"
i

Référence:

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS

Statistical Theory and Methodology in Science and Engineering, K. A.
1 |inrodums o programme i 1 T | Brownlee, John Wiley & Sons, 19635,

k
=
2 |lInitialiser 7 BST l R/S I ) 0.00 E
=

3 |Effectuer 3 pouri=1,2,.., n X —_—
PN 0 | R
t

3 Effacer la donnée

incorrecte xy. Yk Xk
w el L7 I ] .
4 |calcul e t et df oo |+ [+ [ r~s | t -
[rs ][ 1l | | .
§ |Pourunnouveau cas, alleren 2 1 Ir ” J|—:I

86 Test t sur des paires de variables v !_g Test t sur deux moyennes 87
AFFICHAGE AFFICHAGE | TEST t SUR DEUX MOYENNES
TOUCHE TOUCHE REGISTRES ‘ | | i
LIGNE | CODE LIGNE | CODE — I
i & Ro sg
00. 25 81 o _SD r L s ﬁ ’ . B -
o.. | 32 |g 26. | 8 |R/S R, 3 I Supposons que {X;, X, ..., Xa;} €t {y|, ¥2, .. ., ¥n,l soient deux échantillons
02. 44 | CL'R 27. 34 | RCL Ry pris au hasard de deux populations normales de moyennes inconnues
03| 84 |RSS ] B B Rs s 1; et p, et de variance égale et inconnue ¢2.
04 | 51 |- 20. | 00 |o R. I :
05. T EE 30. | 01 |1 Rs [ Ce programme permet de tester I’hypothése nulle
06. | -03 GTO 03 31. 51 - Rg I H.. b
07. 51 - 32. |-00 |GTOOO R, Bt ! 0:H1—H2
08. 31 1f 33. :“ ! ou D est un nombre donne.
09. 1 |z 34, . _
0. | 03 | Groo3 35, Reo N Fs Soit
11. 32 q 36. Rll ZDi I
12. 33 | s 37. R.: ZD? E 1 ! . n,
13. | aa |RcL 38. Res Utilisé I =1 z .
14. 83 . 39. Rea Utilisé E' 1 . n; e
15. 00 0 40. Res Utilisé | -
16, 31 f 41. Res 0
1 n
17. | a2 | % 42, Rey 0 E - e
18. g1 |- 43 Res 0 I Y_T E yi
19. | 33 |sTO 44. Res 0 F = 2 io1
20. | 00 |o 45. I
21. 31 f 46. E | ; -
22. 33 | x 47. | - X-y-D
23. 34 RCL 48. 5 = 5 =
I ZX;°-n; xX° +Zy;“ -n
24. 00 |o 49. E l ; \/_1 + _] f i 1 Yi 2 Y
n; N, n; +n, -2
E=
Exemple: !
E =
X; | 14 17.5 17 17.5 154 |
Vi ‘ 17 207 216 209 172 E = On peut utiliser la statistique de t dont la distribution a n; +n,-2 degrés

4
—
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88 Test t sur deux moyennes

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
01. 22 X2y 26. 02 |2 R, Ex
02. 51 - 27. 61 + R, Zx
03. 34 RCL 28. 34 RCL Ry X
04. o0 |o 29. 04 |4 R, ¥
05. 13 Lx 30. 32 q Rs
06. 34 RCL 31 42 |5 Re
o7. 83 : 32. 34 RCL R,
08. 0o |o 33. 83 : Rg
09. 13 i 34. 00 0 R
10. 61 - 35, 71 x Reo N,
11. 31 f 36. 51 - Rei Zy;
12. | 42 [V 37. | 34 |RCL Rez Ty
13. 81 + 38. 00 0 R.3 Utilisé
14. 34 RCL 39. 34 RCL Ree Utilisé
15, 02 |2 40. 83 : Res Utilisé
16. 34 RCL 41, 00 |o Res 0
17. 03 |3 42 61 + Rer O
18. 32 |g 43. 02 |2 Res 0
19 42 x? 44, 51 Res 0
20. 34 RCL 45. 81 +
21 o0 |o 46, 31 f
22 71 x a7. 42 x
23. 51 _ 48. 81 +
24. 34 RCL 49. |-00 |GTOOO

T H EEEEEREEEREEREEEEN NN,
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Test t sur deux moyennes 89

Exemple:

x: 79, 84, 108, 114, 120, 103, 122, 120

y: 91, 103, 90, 113, 108, 87, 100, 80, 99, 54

n, = 8

ﬂ2=10

SiD=0 {i.L‘., HU: LYy :l..lz]

et x=106.25

y=92.5

t=1.73

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS

1 Introduire le programme

2 |Initialiser

3 |Effectuer 3 pouri=12...,n

i

3" |Effacer la donnée incorrecte Xk

Xk

0.00

TN Y il e ][ [ o [0 ]
N e
I N | .
[ 2 [so J[ 2 J[ ¢ ]
- e e I -
5 |initialiser pour y g cLR | 0.00
6 |Effectuer 6 pourj =1, 2,... n, ¥i T+ i
6 |Effacer la donnée incarrecte v, Yo C = 1 1 1
|7 [calcul de v N [ 7 Q[ = Jlsmo || ¢ 7
8 |introduire D; calcul de t D [Rec [ ][+ ][ ReL
[3 et J[rs i

9 Pour une autre valeur de D,
aller en 8

I I Il

10 |Pourun nouveau cas, alleren 2

|
|
| t
|
Il | Il |




90 Test de signification d’'une moyenne

TEST DE SIGNIFICATION D’UNE MOYENNE

Pour une population du type (X;, X3, ..., Xp) ayant pour variance ¢2, le

test de ’hypothése nulle
Hy: moyenne p=py

est basé sur la statistique z (ayant une distribution suivant une loi du
type normal)

, = Vi (X - o) ‘

a

Si la variance ¢® est inconnue, on utilise au lieu de Z:

\/IT (X = 1o)

S

La statistique t a une distribution suivant une loi de t & n—1 degrés de
liberté. X et s représentent respectivement la moyenne et 'écart type.

m

TRELAE L B L

IR L B Lt 1 B 1t O L Tt Ot O 1t O A I A T A B

M
i 4

W W W

B | —

Wwwewww

Test de signification d’'une moyenne 91

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 01 1 Ry o
o1. 33 STO 26. 22 Xy R, /n (X -po)
02. 00 0 27. 81 + R,
03. 84 R/S 28. -00 GTO 00 R,
04. 31 f 29. R,
05. 33 | x 30. Rs
06. 34 RCL 31. Re
o7 00 4] 32. R,
08. 51 - 33. R,
09 34 RCL 34, R,
10 83 : 35. Reo N
11. 00 0 36, R., Zx;
12. 31 f 37. R.; Zx;’
13. 42 | Vx 38. R.s Utilisé
14, 71 x 39. Res Utilisé
15. 33 | sTO 40, Res Utilisé
16. 01 1 41. Res O
17. 32 g 42, Rer O
18. 33 s 43. Reg O
19. 34 RCL 44. Res O
20. 01 1 45,
21. 22 | x2y 46,
22. 81 + 47.
23. 84 | RS 48.
24. 34 RCL 49,
Exemple:

Si pg=2, on obtient pour I'ensemble

12.73, 0.45, 2.52, 1.19, 3.51, 2.75, 1.79, 1.83, 1, 0.87, 1.9, 1.62, 1.74, 1.92,
1.24, 2.68.}

test statistique t=0.69
etz=0.57s16=1.

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
| 1| ntroduire le programme [ | | Il |
2 | Initialiser CL-R | ]| o0 1
3 |Effectuer3 pouri =1,2... n % :l:“:l J
| 4 |inwoduire to [est [ ms || ™
| 5 |Caleul det | l lL________l s B
| 6 |introduire 0 (si connu) o [(rs || Il Il | ’
7 | Pourunnouveau cas, alleren 2 l—_1] “—-__]1 J




92 Test de signification du coefficient de corrélation

TEST DE SIGNIFICATION DU COEFFICIENT
DE CORRELATION

La statistique suivante t, sous I’hypothése de I'analyse de corrélation
normale, peut étre utilisée pour tester I'hypothese nulle p=0

r\/n-2
V1-1?

t=

ou r représente l'estimation (basée sur un échantillon de n objets) du
véritable coefficient de corrélation p. Cette statistique t a une distribution
t a n—2 degrés de liberté.

Pour tester ’hypothése nulle p = p, on utilise la statistique z.

n-3 (1+1)(1-po)
2 (1-1)(1+po)

ol z est distribué suivant une loi normale.

Reéférences:

1. Hoggand Craug, Introduction to Mathematical Statistics, Macmillan Co.,
1970.

2. J. Freund, Mathematical Statistics, Prentice-Hall, 1971.
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Test de signification du coefficient de corrélation 93
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
o1. 34 RCL 26. 00 0 R, n
02. 01 1 27. 51 - R, po
03. 02 2 28. 81 = R
04. 51 - 29. 01 1 R,
05. 31 30. 34 RCL Rs
06. 42 | WX a1 02 | 2 R
07. 34 RCL 32. 51 - R,
08. o0 | o 33, 71 | x Rg
09. 71 x 34. 01 1 R,
10. 01 35. 34 RCL Reo
11. 34 RCL 36. 02 2 Re4
12. 00| o 37, 61 + Re2
13. 4 T 38. 81 + Res
14, 71 X 39. 31 f Res
15. 51 - 40. 22 In R,s
16. 31 41. 34 RCL R.6
17. 42 N 42. 01 1 Re7
18. 81 = 43. 03 3 Res
19. 84 | R/S 44. 51 = Res
20. 34 RCL 45. 31 f
21. 00 0 46. 42 N
22. 01 1 47. 71 X
23. 61 + 48. 02 2
24, 01 1 49. 81 =
Exemple:
Sir=0.12 et n=31, on obtient:
t=0.65et
Z=10.64 (pour p,=0).
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 [Introduire le programme I Il ” ] ‘
2 |lIntroduireret n r I STO ”_ 0 ” “ E
| n [so J[ 1+ ] Il |
3 |Introduire p, (pour avair z) Po I STO ” 2 " _“ I
4 sl?:rrec;‘alg_ule:eu\emen[ 2, [ ” Ir ” I
5 {Calcul de ti I BST ;I R/S I[ JI i 1
6 |Calcul de z [ero J[ 2 [ o [ rs ] z
7 |Pourun nouveau cas, aller en 2 | ” I[ ]l !




94 Calcul de la valeur du Chi-Carré (valeurs prévues égales)

CALCUL DE LA VALEUR DU CHI-CARRE
(VALEURS PREVUES EGALES)

Ce programme calcule la valeur du chi-carré X2 pour vérifier le degré de
perfection d’un ajustement lorsque les fréquences prévues sont égales.

2 = " (0, -Ep)? _n z0;% 5o
E; z0; !

i=1

ol O; = fréquences observées

. ) Z0;
E =fréquences prévues = —— |
n

AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES

LIGNE | cODE LIGNE | CODE

o1. 34 | RCL 26. R,

02. 83 | - 27. R,

03. 02 | 2 28. R

04. 3a | RcL 29. R,

05. 83 | - 30. Rs

06. o0 | o 31. Rg

07. 71 x 32. R,

o08. 34 | RCL 33. Ra

09. 83 - 34. Ry

10. 01 1 35, Reo n

11. 81 | + 36. Re: 20,

12. 3 f 37. Re2 30,2

13. 34 | LASTX 38. Res Utilisé

14. 51 | - 39, Res Utilisé

15. -00 | GTO OO 40. Res Utilisé

16. 41. Ree 0

17. 42, Re; 0

18. 43. Res o

19. 44, Res o

20. 45.

21, 46.

22. 47.

23. 48.

24, 49,

..

Calcul de la valeur du Chi-Carré (valeurs prévues égales) 95

Exemple:

Un joueur lance un dé 120 fois (voir ci-dessous tableau des fréquences).
Les fréquences prévues ctant égales (E =20), X2 peut-il étre utilis¢ pour
tester si le dé est juste?

numeEro | 1 2 3 4 5 6
fréquence 0|25 17 15 23 24 16

X2 =5.00
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme |— ” ” ” ]
2 | Initialiser g l CL-R I 0.00
3 | Effectuer 3pouri=1,2..n 0; ::: i
3" |Effacerladonnée incorrecte Ok O f -
4 | Calcul de X? [ BST ” R/S ” ” J xz
5 | Pourunnouveau cas, alleren 2 | I ” ” I




96 Calcul de la valeur du Chi-Carré (valeurs prévues différentes)

CALCUL DE LA VALEUR DU CHI-CARRE
(VALEURS PREVUES DIFFERENTES)

Letest del’accord global entre une «distribution observée» et une «distribu-
tion théorique» spécifiée «a priori» ou ajustée aux observations est
obtenu en calculant la quantité

2. (0; - E)?

DD

i=1 !

ou les O; sont les fréquences observées et les E; les fréquences prévues
pour la distribution ajustée.

Remarque:

Afin d’exécuter le meilleur test d’ajustement a un ensemble de données,
la combinaison de plusieurs classes peut se révéler nécessaire pour
s’assurer que chaque fréquence théorique n’est pas trop petite (pas plus
petite que 5).

Référence:

J. E. Freund, Mathematical Statistics, Prentice-Hall, 1962.
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AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 51 - R, n
o1. 00 0 26. 31 f R, Z{0;-Ej)?/E .
02. 33 STO 27. 34 LAST X R,
03. 00 0 28. 22 X2y R,
04. 33 STO 29. 32 g R,
05. 01 1 30. 42 x? R
06. 84 R/S 31 22 xZy Re
07. 51 = 32. 81 + R;
08. 31 f 33. a3 STO Ry
09. 34 LAST X 34. 51 = Rg
10. 22 x2y 35. 01 1 Reo
11. 32 g 36. 34 RCL Rey
12. 42 x? 37. 00 0 Rez
13, 22 X2y 38. 01 1 Res
14. 81 = 39. 51 - Res
15. 33 STO 40. 33 STO Rys
16. 61 + 41. 00 0 Res
17. 01 1 42 -06 | GTOO06 Ra7
18. 34 RCL 43. Res
19, 00| o 44, Reo
20. 01 1 45,
21. 61 + 46.
22. 33 STO 4a7.
23. 0w/l o 48.
24. -06 | GTO 06 49.
Exemple:
o | s 50 47 56 5 14
E | 96 4675 5185 544 825  9.15
X* =4.84
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme [ ]I " ” I
2 Initialiser BST R/S l - 000 ]
3 | Effectuer 3 pouri =1, 2,.., O; ml_-w—“_-j[ﬁ
: 7S I 1
3 [ rccre e oo |t ] Il 1
| Ex [ero ][ 2 ][ s [ »s]
4 | Rappeler X2 du registre R, I RCL u 1 ” “ I x
5 | Pourun nouveau cas, aller en 2_ 7 #I ” ” “ ]




98 Tableau de contingence (2 xk)
TABLEAU DE CONTINGENCE (2 x k)

Les tableaux de contingence peuvent &tre utilisés pour tester I'hypo-
theése nulle: deux variables sont indépendantes.

1 2 3 k Totaux

A a; a, a3 ag Na

B bl bfz b3 are bk NB

Totaux N1 N2 N3 500 Nk N

Le test statistique 72 a k—1 degrés de liberte
k 2 k 2
a b
xz =l ! + 1 Z LA N

Na o N Ns oo Ni

Le coefficient de contingence C de Pearson mesure le degré d’association
de deux variables

Référence:

Statistics in Research, B. Ostle, Iowa State University Press, 1963.
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Tableau de contingence (2xk) 99
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. -00 | GTO 00 Ro Np
o1. 33 | sTO 26. 34 | RCL R, Ng
02. 03 | 3 27. 83 R, a
03. 33 | sTO 28. 0z |2 Ry b
04. 61 + 29, 34 | RCL R,
05. 01 1 30. 00 | o Rs
06. 22 X2y 31. 81 + R,
07. 33 | sTO 32. 3¢ | RCL R,
08. 02 | 2 33. 83 | - R,
09. 33 | sTO 34, 04 | 4 Ro
10. 61 + 35. 34 | RCL Ry k
11. oo | 0 36. 01 1 Re; ZaiA/N;
12. 61 + 37 81 = Rez Ta®/N;
13. 31 | s 38. 61 | + Rea TbiA/Ni_
14. 42 | fx 39. 01 1 Res b /N;
15. 34 | RCL 40. 51 - R,s Zabi/N;
16. 03 | 3 41. 34 | RCL Ry 0
17. 22 X<y 42, 00 0 Re; 0
18. 81 + 43. 34 | RCL Res 0
19. 34 RCL 44, 01 1 Reg 0
20. 02 | 2 45. 61 | +
2, 31 f 46. 71 X
22 34 | LASTX 47. -00 | GTO 00
23. 81 = 48.
24. 11 T+ 49.
Exemple:
[ 1 2
Al 2 5 4
B 3 8
Xt =0.02 €=0.03
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS

Introduire le programme

Initialiser

Effectuer 3 pouri=1,2,.. k

3

I 0.00

Pourun nouveau cas, alleren 2

b R/S ] ] i
4 |Calcul de X2 GTO 2 3 R/S e
5 |Calcul de C [ 0t J[ e J[ o ]
Cee JC o JC 1] B
(I | I | CE [ ¢
]

Ji Il I




100 Tableau de contingence 2x2 avec correction de Yates

TABLEAU DE CONTINGENCE 2x2
AVEC CORRECTION DE YATES

Ce programme calcule X2 pour une table de contingence 2 x 2 contenant
des fréquences observées. Dans ce calcul, la correction de continuité de
Yates est utilisée.

Pour la table suivante:

| 1
Groupe A a b
Groupe B c d

2= (a+tb+c+d)[lad-bc|-%(atb+c+d)]?

(a+tb)(a+c)(c+d)(b+d)
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25. 51 - R, a
o1. 61 + 26. 32 g R, b
02. 33 STO 27. 42 x* R, ¢
03. 05 5 28. 34 RCL Ry d
04. 61 + 29, 00 0 R, a+b+c+d
05. 61 + 30. 34 RCL Rs c+d
06. 33 STO 31. 01 1 Re
07. 04 | 4 32. 61 + R,
08. 22 X2y 33. 81 + Ra
09. 34 RCL 34. 34 RCL Ry
10. 03 3 35. 00 0 Reo
11. 71 X 36. 34 RCL Re,
12. 34 RCL 37. 02 2 Rez
13. 01 1 38. 61 + Res
14. 34 RCL 39. 81 + Res
15. 02 2 40. 34 RCL Res
16. 71 X 41. 05 5 Res
17. 51 = 42, 81 + Rer
18. 32 g 43. 34 RCL Res
19. 42 | «* 4. 01 1 Res
20. 31 f 45, 34 RCL
21. 42 N 46. 03 3
22. 22 Xy 47. 61 +
23. 02 | 2 48. 81 +
24, 81 o 49, 71 x

m M mMmmMMmMmMmmMMMmmMmmmMmmMmmMmm W
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Exemple:
1 2
Al 9 21
B |17 13
x? =3.33
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme l EI ” ” —l
_2 VMuseen mémaire des données a I STO ” 0 ” ” |
b [sro JL_+ | Il ]
i ¢ [sro J[ 2 ]| Il ]
) d s JL_= f |
3 |Calcul de X2 [ ssT ][ ms ] I | e
4 |Pourunnouveau cas, alleren 2 I ” [ [ ]
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102 Test du Chi-Carré de Barlett F - ! Test du Chi-Carré de Barlett 103
TEST DU CHl-CARRE DE BARLETT E ! ! AFFICHAGE TOUGHE AFFICHAGE TOUCHE REGISTRES
I LIGNE | CODE LIGNE | CODE
00. 25, 22 in Ro S
" s ot. 33 | stO 26. 31 | mcL R, fi
flns? - E fln s:? ) I 02. 61 | + 27. 03 | 3 R, ZYf
L i 108 e ! 03. 03 | 3 28. 71| x Ra Zfi
X2 = - I 0. 13 | 29, 34 | RCL Ra
1 - 1 1 E X g 05. 33 | sTO 30. 83 . Rs -
1+ —3—1{—‘1_ th el I 06. 61 + 31. 01 1 Rg
(k-1) i=1 ! — o7. 02 | 2 3z2. 51 | - R,
E Rl 08. g1 | + aa. 34 | RCL R,
I 09. 34 | RcL 3a. 02 | 2 R
= 10, | 00 |o0 3. | 34 | RCL Rao K
- LY x . N .;‘
avec s;2=variance du iéme échantillon I 11, 31 | ¢ 36. TRE :.. i::? 5i -
f,=degrés de liberté relatif a s;2 o w 12, 2 | 3r. 13 | % 2 ZfiIn
=12 K I 13, 34 | RCL 38. 51 | - Rag Zfisi
=haa X ) 14. 01 1 39. 34 RCL Res Zlfisi)?
k =nombre d’échantillons. Ew 15 71 | x 40. 83 | - R.s Efizsli’ Ins?
k | :
16. 1 | =+ 41. 00 |0 Res O
2
Z fisi E o Ci] 17. | 00 | GTOOO 42. 01 |1 Rer O
= i= | 18. 34 RCL 43. 51 - Res O
f Eo o 19. g3 | - 44, 03 | 3 Reg 0
I 20. 03 | 3 45. 71 | x
K E? | ; 21. 34 RCL 46. 81 | +
f= Z £ \ 22, 03 | 3 47. 01 1
v = i 23. 81 | = 48. 61 | +
i=1 ' ll ; 24. 31 f 49, 81 +
3 i |
Ce X2 suit approximativement une distribution de chi-carré avec k—1 degres oo Exemple:
de liberté pouvant étre utilisée pour tester ’hypothése nulle a savoir que l
s12, 852, ..., sK? sont des estimations de la variance 62 d’une méme popu- E | g i 1 2 3 4 5 6
lation, c’est-a.—dlre. [ 5;2 5.5 5.1 5.2 4.7 4.8 4.3
Hy: 512, 852, . . ., sx2 sont des estimations de 62. E i ! f, 10 20 17 18 8 15
E | = X =0.25
k.8
i NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
Réfél'e“ce: E : i 1 ITrcdulre le programme 1 II ” " —I -
0 5 5 . . H 2 |Initiali CL*R STO 2
Statistical Theory with Engineering Applications, A. Hald, John Wiley & Eap itialiser ) [« 1] L Il |
STO 3 BST 0.00
Sons, 1960. l [ | |
’ E . ; 3 |Effectuer 3pouri=1,2,.k 52 STO 0 |
) | f; STO | 1 | R/S i
= 4 [calcul de x? GTO 1 8 [ ms | @
I 5 |Pourunnouveau cas, aller en 2 [ ” H Jl E
b



104 Test de Behrens-Fisher
TEST DE BEHRENS-FISHER

Ce programme permet d’effectuer un test de comparaison des moyennes
i, et wo (inconnues) de deux populations du type normal de variances
inégales 6,2 et 6.2 a partir de deux échantillons {x;, x5, ..., xp;} et
I¥1, Y2, - - -» Ynp | Prélevés dans ces deux populations en calculant

4o X-y-D
2

§1 522
R S
n, na

ou X et ¥ sont les moyennes respectives des deux échantillons, et s,2, s;2
leur variantes estimées.

Ceci est utilisé, a la place du test, pour tester 'hypothése nulle
Hyipy—po=D

Les valeurs extrémes de ce test sont compilées dans les tables de Fisher-
Yates pour plusieurs valeurs de n;, ny, o et & ol a est le niveau de
signification et

6 w2 o
=arc — —
£ 2 n
Notation:
_ X , 2x? - [(Zxi)?ng]
X= — 8% =
n; n, -1
_ 2y 2= Zyi® - [(Zyi)*/nal
o n; ? ny, -1
Référence:

Fisher and Yates, Statistical Tables for Biological, Agricultural and
Medical Research, Hafner Publishing Co., 1970.
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Test de Behrens-Fisher 105
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
o1. a1 |t 26. 32 |g R, s;A/ny
02. 41 t 27. 42 | x? R, s;A/ny
03. 31 f 28. 34 RCL Rs
04. 33 x 29. 01 1 Ry
05. 22 X2y 30. 32 g Rs
06. 23 R 31. 42 x2 R
o7 61 + 32. 61 4+ R,
08. 34 RCL 33 31 f R,
09 00 | O 34. 42 | Jx R,
10 22 X2y 35. 81 + Reo Utilisé
11. 51 - 36. 84 R/S R., Utilisé
12. 4 + 37. 34 RCL Rq2 Utilisé
13. 41 t 38. 01 1 Rqs Utilisé
14, 32 g 39. 34 RCL Rea Utilisé
15. 33 s 40. 02 2 Rgs Utilisé
16. 34 RCL 41, 81 i Res O
17. 83 42. 32 |q R,; 0
18. 00 | o 43. 14 tan” ! Res 0
19. 31 | f 44. | 00 | GTOOO Res 0
20. 42 | X 45.
21, 81 + 46.
22. 33 | sTO 47.
23. 02 2 48.
24, 22 X2y 49.
Exemple: x: 79, &4, 108, 114, 120, 103, 122, 120
y: 91, 103, 90, 113, 108, 87, 100, 80, 99, 54
H():,U.] = Mz (D=0),Il1 =8, ny = 10, x=106.25

s;/A/n; =5.88,d=1.73,0=47.88° (=0.84 radians = 53.20 grades)

NO

INSTRUCTIONS

DONNEES

TOUCHES

RESULTATS

Introduire le programme

Initialiser

L2 L

Effectuer3 pouri=1,2,.., nm

Xj

Effacer la donnée incorrecte xj

Xk

Calcul de X et de s. A/n,

x1

Effectuer 6 pouri =1, 2., n,

| | —

[« J[ = ][so J[ o ]
[ s J[ s J[ee J[ - 1]
Lo I ¢ Il vl = ]
[se [ 1 1 CL'R

Effacer la donnée incorrecte yy,

C = JC 1 ]

6 |Introduire D; calcul de d et & D | R/S l__“_._._..J
o B Jrs I Ll |
7 Pour un nouveau cas, aller en 2 I l | il;l




106 Coefficient de corrélation bi-sériale F ! Coefficient de corrélation bi-sériale 107
: st N
COEFFICIENT DE CORRELATION BI-SERIALE = AFFiCHAGE | AFFICHAGE | _ T
LIGNE | CODE LIGNE | CODE
I 00. 25. 83 . Ry a
Le coefficient de corrélation bisériale ry, est utilisé lorsqu’une variable y est B o1. 34 | RCL 26. 02 |2 R, n,
mesurée quantitativement tandis que I'autre variable continue x est dicho- I 02. 8 | - 27. 34 | RCL R, Iy
tomisée artificiellement (c’est-a-dire définie artificiellement par deux [ 03. 03 |3 28. 83 | - R,
groupes). Ce coefficient mesure le degré d’association linéaire entre X et Y. l 04. e [EilES 29. 04 |4 R4
o 05. 83 | - 30. 61 | + Rs
| 06. 01 1 31. 71 - R,
. 07. 61 + 32. 34 RCL R,
o (' yi) - Zy; E i 08. | 33 | st0 33 | 0z |2 R,
b~ 09. 02 | 2 34, 32 R
na Vn Zy? - (Zyy)? [ 10. 3 | f 35. 2 iz n:, )
I 11. 34 | LAST X 36. 51 | - Res 2y,
1 12 34 | RcL 37. 31 | f Ry, Z'vi°
Supposons que x soit égal 4 0 ou 1. | :j LR 1 38 ] 42 | Ve Rus Zyi- i
- . 0o 39. 34 | RCL Ras Zvi® - Eyi°
Soit: n; =nombre de X tels que x=1 | 15. 7] x 40. 00 |o Rys 0
n=nombre total de points de données ; :3 22 | x2y :;‘ 34 | RoL Rys 0
X 'y;=somme des y tels que x=1 ‘ - 2‘: :"3'- - 83 | - Ry; 0
2 yj=somme de tous les y \ 19. 71 | x Yy 3? : :'s 8
a=ordonnée correspondant a z sur la courbe %e Gauss telle que la ‘ 20, = &E) - : —1.
surface située a droite de z soit égale a p= . | =R B w6 | s |-
= 83 | - 47. | o0 | cTOO00
23. 00 | o 48.
24. 34 RCL 49,

mmmmMmQmMmmmmm
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Remarque:

m

Pour que I'interprétation de yy, ait un sens, il faut que:

1. y soit distribué normalement;
2. la vraie distribution de x soit normale.

Référence:

momom

Statistics in Research, B. Ostle, lowa State University Press, 1963.

m




108 Coefficient de corrélation bi-sériale

Exemple:

Xi|

0 1 1 0

1

o 0 0 1

yi |31 28 56 03 25 24 48 29 177

R L T I L L DL AT B AT A

n =4
n=9
a=040
r, =0.59
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |Introduire le programme [ _" J[ “ _]
2 |Initialiser [ cL-r |[est | ]| oo
3 | Effectuer 3 pour xj = 1 0 C+ 1L 10 1
v = JC _C ]
3' |Effacer la donnée incorrecte yy 0 m i__] l
(g = 1) vi t
4 |Effectuer 4 pour xj = 0 vi 1 ||
o =0 0]
4" |Effacer la donnée incorrecte yh Vh t
(xh = ) o L=l ||
5 |Introduire a et n, a [sto ][ o 1] 1
| & [calcul dery [Crs [ | | [
7 |Pourunnouveau cas, alleren 2 [ J[ ]r JI l

-

= ey 2! rmry .y rmry [y a_al

o

e
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Coefficient de corrélation des rangs de Spearman 109

COEFFICIENT DE CORRELATION
DES RANGS DE SPEARMAN

Le coefficient de corrélation des rangs de Spearman est défini par:

n
63 D
i=1

n(n? - 1)

avecn =nombre de paires d’observations (x;, yi)
Di =rang (xj)-rang (yi) = Ri-S;
Si les variables aléatoires X et Y correspondant a ces n paires d’observa-

tions sont indépendantes, nous avons pour rg une moyenne nulle et une
variance

n-1

On peut tester alors I’hypothése nulle

H,: X, Y sont indépendants.

en utilisant

z=14y/n -1

qui est approximativement une variable distribuée suivant une loi normale
(pour n grand, par exemple n > 10).

Si 'hypothése nulle d’indépendance n’est pas rejetée, on peut déduire que
le coefficient de corrélation de la population p(x, v)=0, mais la dépen-
dance entre les variables n'implique pas nécessairement que p(x, y) # 0.

Remarque:

-1grs gl
rs =1 indique que les deux séries de rangs sont identiques
et ry= —1 indique que les deux séries de rangs sont exactement inverses.

Référence:

Nonparametric Statistical Inference, J. D. Gibbons, Mc Graw Hill, 1971,
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AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE

00. 25. 0 1 Ry n
o1. 51 = 26. 34 RCL R, ZD;
02. 32 g 27. 01 1 R,
03. 42 x2 28, 06 6 R,
04. 33 | sTO 29, 71 X R,
05. 61 + 30. 34 RCL Rs
06. 01 1 31. 00 |0 Re
07. 34 RCL 32. 32 9 R,
08. 00 | 0 33. 42 | ¥ Ry
09. 01 1 34, 01 1 R,
10. 61 + 35, 51 = Reo
11. 33 | STO 36. 34 RCL Ryy
12. o0 | 0 37. 0w |0 Rez
13. -00 | GTOO0O 38. 71 Rea
14. 51 - 39. 81 + Res
15. 32 | g 40. 51 - Res
16. 42 x* 41, 84 R/S R,s
17. 33 STO 42. 34 RCL Rz
18. 51 = 43. 00 0 Reg
19. 01 1 44, 01 1 Rag
20. 34 RCL 45, 51 =

21. 00 | o 46. 31 f

22. 01 1 a7, 42 | Vx

23. 51 = 48. 7 x

24. -11 GTO 11 49. -00 | GTO 0O
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Exemple:

o

(Remarque: seuls les rangs R; et S; sont utilisés comme les données.)

X Vi Rj Si
Etudiant  Noteen Note en
mathématique statistique Rang de x; Rangdey;

1 82 81 6 7

2 67 75 14 11

3 91 85 3 -+

4 98 90 1 2

5 74 80 11 8

6 52 60 15 15

7 86 94 ) 1

8 95 78 2 9

9 79 83 9 6

10 78 76 10 10

11 84 84 5 5

12 80 69 8 13

13 69 72 13 12

14 81 88 7 3

15 73 61 12 14

1, =0.76
z=2.85
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS

1 | Intraduire le programme

2 | Initialiser

0

C o C T

[so [ o J[so ][ 1]

Lest L LI

3 | Effectuer3pouri=1,2,..n

Ri

0.00

C - C_IC T ]

5i

[ L L L1

. |Effacer la donnée
3 |incorrecte Ry. S

Rk

Sk

I_l‘T r__lf_jl—]
I 1 i 4 l R/S

4 |Calcul derget de z

Core J[ 2 1 s [ =]

[ rs ]l J[ I |




112 Différences entre proportions Différences entre proportions 113

.

3 |Effectuer3pouri =12,k nj T H | ” l
- s i
4 |calcul de xz [eo |2 [ & J[ =5 ] X
{optionnel) calcul de & rec [ o JCr Q]

Pourun nouveau cas, aller en 2 I “ ” ” I

Vol

o

= R RTIONS AFFICHAGE
DIFFERENCES ENTRE P OPO E ! AFFICHAGE TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE
00. 25, 81 |+ Ry I%
Soit Xj, X3, ..., Xg les valeurs observées d’un ensemble de variables E ] o | 51 |- 26. | 11 | =+ R, Zin - x)
aléatoires indépendantes, distribuées suivant une loi binomiale avec les 5 02. 33 | st0 27. —22 ?;S 00 :2 Xi
5 . ; 03. 03 3 28. 3 Mi— X
P resnet@; (i=1,2, ... k).
parametres n i (=1,2,... k) l = 04. 33 | sTO 29, 83 |- R.
E‘. " n 0s5. 61 + 30. 02 2 Rs
. . . . i 06. 01 1 31 34 | RCL R,
Une loi de Chi-Carré donnée par = TR 32 | 0o o R,
- o E g o8. 34 | LASTX 33. 81 + Rg
) (x; - n; 6)* 09. | 33 | st0 34, | 3a | RoL Ry
X = B E n 10. 02 |2 35. 83 |- Reo k
i=1 n; 8 (1-6) [ 1. 33 | sTO 36. 04 |4 R, Utilisé
. 3 i ‘ 12, 61 | + a7 34 | RCL Rez Utilisé
peut étre utilisée pour tester I'hypothése nulle 6, =6,=...=6 ou | 2 = 1 o 1o T E Rus Utilise
i 14. 61 + 39. 81 + Raa Utilisé
Fooa s
k k e 15, 31 f 40, 61 + Res Utilisé
A
6= Z X; Z n l 16. 42 | vx 41. o1 |1 Rus D
i=1 i=1 B B 17. 34 | RCL 42, 51 | - Ror 0
l 18. 03 3 43. 34 RCL Res 0
E .3 19. 22 X2y 44. 00 0 Res 0
Ce X2 est distribué suivant une loi de X2 avec k-1 degrés de liberte. | 20. 81 | =+ 45. 34 | RCL
. 1. .
E I- 2 34 RCL 46, 01 1
. I 22, 02 2 47. 61 +
_ 23. 31 f 48. 71 x
N 24
: 34 | LAST X 49. | o0 | cTOO0O
Référence: I
i isti i : R Exemple:
1. Freund, Mathematical Statistics, Prentice-Hall, 1971. I ;
£ | N
I Echantillon 1 400 232
E . g Echantillon 2 500 260
’ Echantillon 3 400 197
£ 3 2=6.47
| #=-0.53
EoE
I NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
Ig 1 Introduire le programme I I l I l
I 2 |Initialiser [T o J[eer ][ so ][ o 1]
ia sto [ BST_| 0.00
I
1
(]

o™ oMo ™

—

[}
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ey B
COEFFICIENT DE CORRELATION | T arromace | oo N
g TOUCHE
DES RANGS DE KENDALL iEi = LinE | cobe Lione [cope
00. 25. 61 + R, k
Supposons que n individus soient classés de 1 4 n par k observateurs [E ‘ 9 ot. 33 | sTO 26. 33 | sTO Ry i
selon un critéere. Le coefficient de corrélation w mesure I'accord des | 02. 61 | + 27. 04 | 4 R: ZRj .
observateurs sur les rangs attribués (ou la corrélation des rangs). (o g 03 | 02 |2 28. | 00 O Ra Z(Z Ry)
| 04. 3a | RCL 29, 33 | st0 Ry n
3 o1 | 1 30. o1 |1 R
E, ; 05 [
[k | L 06. 01 | 1 31, 33 | sTO Rg
n k e ! o7. 61 | + 32. 02 |2 R,
12 Z Rjj [ g 08. 33 | sT0 33, 32 | RCL Ry
B i=1 \ j=1 3n+1) - I 09. 01 |1 34. 04 | 4 Ro
W = - - R | 10. | -00 | GTOO0O0 35. | -00 | GTOOO R
k* n(n* - 1) n-1 l 11. 34 | RCL 36. o1 |1 Re
R 12. o1 [ 1 37, 61 | + Ra2
| 13. 33 | sTO 38. 81 | = Rey
14, o | o 39. 31 |1 Ras
E
. el . S . = . 15. 34 RCL 40. 34 LAST X Res
Rj; étant le rang attribu¢ au iéme individu par le iéme observateur. e | 16, w2 |2 a1 61 | - Ao

. . . . . 17. 2 42. R
W varie de 0 (pas de préférence commune) a 1 (accord parfait). On peut = | g PP 32 % s gj :CL ﬁ"

a * ¥y . X . B
tester ’hypothése nulle que les observateurs n’'ont aucune préférence [ T o =) o o 1T Rus
commune a ['aide de tables spéciales; ou bien, sin > 7, en calculant: e I B0 o el = e

- 21. 03 | 3 46. A
2=k(n-1)W E
(n-1) (= l a 22. 34 | RCL 47. 03 | 3
qui suit approximativement la distribution du chi-carré a n—1 degrés de = Er ] 23. 04 | a 48. 71| x
liberté. = ‘ e 01 | 1 L4 | -00 | GTo00
T ol
Reéférence: [ | L
. L. . . - -
Nonparametric Statistical Inference, J. D. Gibbons, Mc Graw Hill, 1971. B |
Table pour petits échantillons: (=l
Rank Correlation Methods, M. G. Kendall, Hafner Publishing Co., 1962. _— I
R
| n= )
|
(=
| e
(a8
e |
I [ )
| AR
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Exemple:
Table pour Ry (n=10, k=3)

\ 1 2 3
i
1 6 7 3
2 1 -+ 2
3 9 3 5
4 2 6 1
5 10 8 9
6 3 2 6
7 5 9 8
8 4 1 4
9 8 10 10
10 7 5 7
W=10.69
x? =18.64
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 |introduire le programme [ “— [ 4"7 |
2 Initialiser 0
3 |Effectuer3—5pouri=1,2,...n
4 |Effectuer 4 pour j = 1, 2,.... k Rii
5
6 |[Calcul de W
Ce e =]
(I | T | I |
reL [ ¢ [ et J[_= |%
| |
7 |calcul de x2 [ree [ o = [ me |
| e | |
8 |Pourun nouveau cas, aller en 2 li Ir “ JI _I

™ M

|

Test de Kruskal-Wallis

TEST DE KRUSKAL-WALLIS

117

Ce programme permet de tester I'hypothése nulle que k échantillons
aléatoires indépendants de dimensions ny, n,, ..., et ni proviennent de la
méme population.

Pour ce faire, on ordonne toutes les valeurs des k échantillons ensemble
(comme s'ils formaient un seul échantillon) suivant un ordre de grandeur
croissant. Soit Ry (i=1, 2, ..., k; j=1, 2, ..., nj) le rang de la j iéme
valeur dans le i ieme échantillon.

Le test H de Kruskal-Wallis peut étre utilisé pour tester I’hypothése nulle.

k

_ 12 B
H_N(N+i) ; SN+

k
ou N= Zni.
i=1

Lorsque les dimensions de tous les échantillons sont grandes ( > 5), H est
distribu¢ approximativement suivant une loi de X2 avec k-1 degrés de
liberté. Pour les petits échantillons, le test est basé sur une table spéciale.

Table pour de petits échantillons (k = 3):

Alexander and Quade, On the Kruskal-Wallis Three sample H-statistic,

University of North Carolina, Department of Biostatistics, Inst. Statistics
Mimeo Ser. 602, 1968.
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AFFICHAGE TOUCHE AFFICHAGE TOUCHE REGISTRES
LIGNE | CODE LIGNE | CODE

o1. 33 STO 26. 04 4 R, n;
02. 61 + 27. 01 1 R, I R;
03. 02 2 28. 61 + Rs Z[(Z Ryj)?/nj]
04. 34 RCL 29. 33 | sTO R. k
05. 01 1 30. 04 4 Rs o
06. 01 1 31. 0 |o Re o
07. 61 + 32. 33 STO R; o
08. 33 | sTO 33. 01 1 Rs 0
09. 01 1 34. 33 STO Re 0
10. -00 | GTOO00 35. 02 2 Reo

11. 34 RCL 36. 34 RCL Ry,

12, 01 1 37. 04 4 Raz

13. 33 | sTO 38. | -00 GTO 00 Ras

14, 61 + 39. 81 = Res

15. 00 0 40. 34 RCL Rys

16. 34 RCL 41. o0 | o Res

17. 02 2 42. 01 1 Rar

18. 32 g 43. 61 + Res

19. 42 x? 44, 81 = Rag

20. 22 X2y 45. 31 £

21. 81 + 46. 34 LAST X

22. 33 | sTO 47. 51 -

23. 61 + 48. 03 3

24, 03 | 3 49. 71 | x

™o

m ™ ™

) e o e e A A e MYy Ry e R AW e cwe e W ey
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Test de Kruskal-Wallis 119
Exemples:
(Remarque: seuls les rangs Rj; sont utilisés comme données.)
Echantillon 1 273 045 252 119 351 275
Rangs Ry; 29 s 26 100 33 30
Echantillon2 | 179 183 1 087 1.9 1.62 174 192
Rangs Ry; : 11 12 7 20 18 19 21
Echantillon 3 ‘ 124 268 088 25 161 165 303 038 022
Rangs Ry; | 14 28 8 25 17 15 32 4 2
Echantillon4 | 057 254 036 156 259 123 -0. 298 215 225
RangsRg; | 6 27 3 16 24 13 1 31 22 23
N =33.00
H=2.29
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme l I ” ” I
|2 {initiatiser K [ctr BT || 0.00
I4 Effectuer 4 pour j = 1, 2,..., nj Rij R/S i I
5 oo |[ 1 | RIS i
6 |Calculde H RCL 3 1 4 I X |
e o I L ~
[ gTo 3 [ e |[ ms b
7 Pour un nouveau cas, aller en 2 l I[ I Il— !




120 Test de Mann-Whitney
TEST DE MANN-WHITNEY

Ce programme effectue le test statistique de Mann-Whitney sur deux
échantillons indépendants de dimensions égales ou non. Il teste si I’hypo-
thése nulle d’identité entre deux populations est vraie ou fausse.

Le test statistique de Mann-Whitney est défini comme suit:

n; (n; +1
Umnny s @D

n,; et n, étant les dimensions des deux échantillons. Les ¢léments échan-
tillons sont groupés en une seule suite (comme s'il ne s’agissait que d’un
seul échantillon), dans un ordre de grandeur croissant et Rj (i=1, 2, ..., n)
représente les rangs attribués aux ¢éléements du premier échantillon (peu
importe lequel des deux échantillons est considéré comme premier).

Si n, et n, sont petits, le test de Mann-Whitney se fonde sur une distribu-
tion exacte de U et sur des tables spéciales. Si n; et n; sont tous deux
grands (par exemple supérieur a 8) nous avons:

n; ng
2

v/ny ng (ny +ny +1)/12

z

qui représente approximativement une variable aléatoire distribuée suivant
une loi normale.

Référence:

Mathematical Statistics, S. S. Wilks, John Wiley & Sons, 1962.

Table pour petits échantillons:
Handbook of Statistical Tables, D. B. Owen, Addison-Wesley, 1962.
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Test de Mann-Whitney 121
AFFICHAGE AFFICHAGE
TOUCHE TOUCHE REGISTRES
LIGNE | CODE LIGNE | cODE
00. 25. 22 X<y R, ZR;
o1. 33 STO 26. 34 RCL R, m
02. 61 + 27. 02 2 R, ny
03. 00 0 28. 71 X Rs
04. 34 RCL 29. 02 2 R,
05. 01 1 30. 81 + Rs
06. 01 1 31. 51 - R,
07. 61 + 32. 22 X2y R,
08. 33 STO 33. 34 RCL Ry
09. 01 1 34. 02 2 Ry
10. -00 GTO 00 35. 61 Reo
11. 34 RCL 36. 01 1 Re;
12, 02 2 37. 61 + Re2
13. 34 RCL 38. 34 RCL Res
14. 01 1 39. 01 Rea
15. 01 1 40. 71 X Res
16. 61 + 41. 34 RCL Res
17. 02 2 42. 02 2 Re7
18. 81 = 43. 71 X Res
19. 61 + 44, 01 1 Reo
20. 71 x 45. 02 2
21. 34 RCL 46. 81 +
22 00 0 47. 31 f
23. 51 - 48. 42 x
24, 84 R/S 49. 81 =
Exemple:

(Remarque: seuls les rangs R; pour le premier échantillon sont utilisés

comme données.)

Echantillon I | 149 113 132 166 17 14.1 154 13 16.9
Rang R; 7 1 4 12 14 5 10 3 13
Echantillon2 152 198 147 183 162 212 189 122 153 194
Rang I 8 18 6 15 11 19 - 16 9 17
n =9 n, =10 U =66.00 z=1.71
NO INSTRUCTIONS DONNEES TOUCHES RESULTATS
1 Introduire le programme | l[ ][ ” [
|2 [initialiser 0 7—L sto |[ o [ sto [ 1]
BsT_ || | ] | 0.00
3 | Mettre en mémoire n, ny STO I 2 ” I |
4 |Effectuerd pour i = 1,2, n, R; R/S i
6 |Calcul de Uetdez GTO 1 1 R/S U
[ rs ] 10 -
6 |Pourunnouveau cas, aller en 2 I “ Ir ” ]
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CARRE MOYEN DE DIFFERENCES SUCCESSIVES

Lorsque I'on utilise un test et des techniques d’évaluation, la méthode
pour extraire I'échantillon d’une population est dans la plupart des cas
aléatoire. Si les observations sont choisies dans 'ordre xq, X,, ..., Xp, le
carré moyen des différences successives

n-1 n
n= ; (%i = Xis1)? ;(Xi‘i)z

peut étre utilisé pour tester ce choix aléatoire.

Si n est grand (par exemple, supérieur a 20) et la population est du type
normal, la quantité

__1-7/2

est approximativement distribuée suivant une loi normale. Les tendances

persistantes sont associées aux grandes valeurs positives de z, et les
oscillations courtes aux grandes valeurs négatives.

Référence:

Dixon and Massey, Introduction to Statistical Analysis, McGraw-Hill, 1969.

momomm
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AFFICHAGE | roucHE AFFICHAGE TOUCHE REGISTRES
LIGNE | cODE LIGNE | cODE

00. 25. 04 4 Ry

ol. 34 RCL 26. 22 X2y R,

02. 83 . 27. 81 o R,

03. 06 | 6 28. 84 | R/S Ra

04. 22 X2y 29, 02 2 R,

05. 51 - 30. 81 o Rs

06. 3N f 31. 01 1 Re

07. 34 LAST X 32. 22 X2y R,

08. a3 STO 33. 51 - R

09. 83 . 34. 34 RCL R,

10. 06 5 35, 83 . Reo N

11. 11 T+ 36. 00 0 Re, Zx;

12. -00 GTO 00 37. 02 2 R,z Zx;’

13. 32 g 38. 51 - Res Z(x; — xi+1)

14. 33 s 39. 34 RCL Res Z(x; - xj+1)°

15. 32 g 40. 83 Rgs Utilisé

16. 42 x2 41. 00 0 Res X

17. 34 RCL 42. 32 9 Rer O

18. 83 . 43. 42 x? Res O

19. 00 0 44. 01 1 Reo O

20. 01 1 45, 51 -

21. 51 = 46. 81 +

22, 71 X 47. 31 f

23. 34 RCL 48. 42 | Jx

24. 83 . 49, 81 =

Exemple:

Pour I'ensemble des données suivantes:

{0.53, 0.52, 039, 049, 097, 0.29, 0.65, 0.30, 040,
0.06, 0.14, 0.16, 0.68 0.22, 0.68, 0.08, 0.52, 0.50,
0.63, 0.20, 0.67, 044, 0.64, 040, 097, 0.03, 0.73,
024, 057, 035}

n=30

n=2.81

z=-2.29.

NO INSTRUCTIONS DONNEES TOUCHES RESULTATS

_1 Wﬁlntrodulrg le programme |— ” H_ JI— —I
2 |Initialiser [ ¢ || cer |[ BST || |m7' 0.00
3 |Introduire x, Xy STO . | 6 l Z+ I— 1.00 ]
4 |Effectuerd pouri =2, 3,..., n x; R/S i
5 | Calcul de 1 et z eto || 1 [ 3 ”H_ISI n

[rs 1L il ] z
6 |Pourunnouveau cas, alleren 2 [ ” ! l




INDEX

Ajustement d’une fonction exponenticlle 73

Ajustement d'une fonction logarithmique 76

Ajustement d’une fonction puissance 79

Analyse de la variance (une variable a la fois) 82
Arrangement 6

Borne inférieure de lintégrale d'une distribution normale 44
Calcul des paramétres de la loi de Weibull 60

Calcul de la valeur du Chi-Carré (valeurs prévues différentes) 96
Calcul de la valeur du Chi-Carré (valeurs prévues égales) 94
Carré moyen de différences successives 122

Coefficient de corrélation bi-sériale 106

Coefficient de corrélation partielle 38

Coeflicient de corrélation des rangs de Kendall 114
Coeflicient de corrélation des rangs de Spearman 109
Combinaison 8

Covariance et coefficient de corrélation 30

Différences entre proportions 112

Distribution binomiale 62

Distribution binomiale négative 66

Distribution de Poisson 64

Distribution du Chi-Carré 48

Distribution de F 50

Distribution de t 53

Distribution hypergéométrique 68

Distribution normale 42

Distribution normale a deux variables 56

Distribution normale du logarithme 358

Erreur movenne pour une régression linéaire 35

Fonction d’erreur et fonction d’erreur complémentaire 18
Fonction Gamma 14

Fonction Gamma incompléte 16

Formule de Bayes 10

Geénérateur de nombres aléatoires 20

Loi du Chi-Carré 46

Loi multinomiale 71

Moments, coefficients d’asymétrie et d'aplatissement 32
Moyenne arithmeétique, écart type, errcur moyenne (données groupées)
Moyenne généralisée 26

Moyenne géométrique 24

Moyenne harmonique 25

Moyenne mobile 28

Probabilité de non-répétition dans un échantillon 12
Tableau de contingence (2% k) 98

Tableau de contingence 2 x 2 avec correction de Yates 100
Test de Behrens-Fisher 104

Test de Kruskal-Wallis 117

Test de Mann-Whitney 120

Test de signification du coefficient de corrélation 92

Test de signification d’une moyenne 90

Test du Chi-Carré de Barlett 102

Test t sur des paires de variables 8§

Test t sur deux moyennes 87

Variable centrée réduite et score centre réduit 40
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