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PROGRAM DESCRIPTION

ONE SAMPLE TEST STATISTICS FOR THE MEAN

Suppose (x sX 55X .,xn) is a sample from a normal population with a known

) 3o
variance o2 and an unknown mean u. A test of the null hypothesis

Ho:u = ¥,

is based on the z statistic which has a standard normal distribution.

If the variance 02 is unknown then the t statistic, which has the t distribution
with n-1 degrees of freedom, is used instead.

Equations:
y Ay \Jn—(x'Uo)
o
t = \n (X-u0)
S

Where: X is the sample mean and'S is the population estimate of the
standard deviation.




SAMPLE PROBLEM

1

Suppose that the mean intelligence of the general population is

100 with a standard deviation of 15.
that the following sample of students is different from the

Test the null hypothesis

population.
Student 1 2 3 4 5
Score 109 115 125 113 i63
1SOLUTION [
STEP INSTRUCTIONS DISPLAY INPUT
Run "ONESAM" One Sample Test For The Mean
E to end input, C to correct
1 | Enter data as prompted Enter datum 1? 109 [RTN]
Enter datum 2? 115 [RTN]
Enter datum 3? 125 [RTN]
**ERROR** Enter datum 47 1 [RTN]
2 | Call error correction Enter datum 57 C [RTN]
Datum 4 deleted = 1
1 Enter correct value Enter datum 47 113 [RTN]
1 | Continue Enter datum 57 103 [RTN]
3 | End data input Enter datum 67 E [RTN]
4 | Enter general mean Enter po? 100 [RTN]
5 | Enter general std (N-1) Enter o? 15 [RTN]
6 | Read output. Use [RTN] to see| z = 1.9379 [RTN]
next output. Use [BACK] to T = 3.5781 [RTN]
see last output Mean = 113 [RTN]
St. dev. = 8.124 [RTN]
7 | End program Run, View, End, or Continue? E [RTIN]




USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
Run "ONESAM" One Sample Test For The Mean
E to end input, C to correct
Do steps 1-2 N times
1 | Enter value of indicated datum | Enter datum k? Xk [RTN]
2 | If an error was made: Enter datum k? C [RTN]
This will be displayed: Datum k deleted = Xk
If not finished with input,
goto 1
3 | Indicate the end of input: Enter datum k? E [RTN[
4 | Enter ¥ naught: Uo? Mo [RTN]
5 | Enter o: 0? o [RTN]
6 | Read output - [RTN] to see Z = [RTN]
next output, [BACK to see T = [RTN]/[BACK]
last result Mean = [RTN]/[BACK]
St. dev = [RTN]/[BACK]
7 | Review routine Run, View, End, or Continue?
R = rerun the program - step 1 R_[RTN]
V = review results - step 6 V [RTN]
t = end the program E [RTN]
C = goto step number 4 C [RTN]




VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
A( ) Data storage K$ General utility string
N Sample size S1 Sum X = X
S2 Sum X-squared Z(xz) M Mean
S3 Standard deviation (n-1) Z Z-value
T t-value U Delay flag, = 1 if [BACK]

NOTES AND REFERENCES

Notes: 1.
2.
References:

Both t and Z are computed.

The user is reminded to use z only

when the population standard deviation is known.

This program is limited to a maximum of 300 data points. To
change this 1imit, change the dimension statement in line 80.

The formula for this program came from the HP-41C Users'

Library Solutions book TEST STATISTICS.




PROGRAM LISTING

10
2
30
410
%0
&0
70
a0
Q0
o0
Liq
120
130

140

150
L& 0
170
180
390

200

240
el

250
2490
2%
260
271

280

290
00
310
Ja
F30

A0

K3

KYSRY

370

3810
39
400
440

POONESAM ~ One samplLe

P Test statistics for

I the mean

P REV 44/04/782

|

DELAY . %

DISF "One Sample Test for the Mean"
DIM ACE00) ,K$14007)

DEF FNICOX) = INT(XX40000+.%)/40000
!

I Delay routine

!

DEF FND

Kb=KEY$S & IF K$<OCHRSCE) AND K$<{>CH
R%CL3) THEN 440
FND=Ke=CHRES(R) & FND DEF
!

P Error correction

!

DEF FNE
IF N<4 THEN DISP "Must have data to
elete” @ BEEP 440 8 GOTO 230

" "Datum";N; "deleted =";A(N)
BR=GE-A N2 @ Si=G1-A(N) & N=N-i
FNE=0 & END DEF

|
PoIndtialize
|

N, S84, 8@=0

DISF CHRE(497) 5" to end input, ";CH
RECL9S) ;" to correct" & WAIT 4

!

P Input
!

DISE "Enter datum™;N+4; @ TNPUT K4
ITF UPRCHE (Kg)="E" AND NY4 THEN 440

Loop

IF UPRCH (K )=

HEO"Must have more than 1
WaETT 4 8 GOTO 320
T UPRCE (K )y
e

ON EREOR BEEP
gridc, T"E"1, op
10 J20
FONSL Y =0 (EY @
Bo82=G0ea (MY 45 @
|

PEnter sigma, mul

}

O ERROR BEEP 280 @ DISK "Please en
ter numeric data" @ GOTO 420

THEN BEEP 220 @& DI

datum” @&
THEN U=FNE & GOTO

SEUO@ DIBP ‘Enter

CHC™17 @ WALT

nus
e G

N
GOTO

B Si=SHi+a N
320

~Define precision of output

RN’ or
RBACK Y

TRECK
key

=Wait fFopr
Return 4 if

key .

~Delete incorrect input from

The counters

end-of—~data rouvtine

’ |ZZ' ’

~Gotao

antery of
=Display error it
and there is no

up o

IE’I
clér te

antered

correction routine

antered

~Gall error
iforGs de
=Error trap

=Increment counters and
continue adding data

=End-of-data seEcond

@rror trap

routine,



PROGRAM LISTINGI

430

430
4410
4% 0
460
470
480

450
()
10
50
5% ()
54 0
550
560
570
5650

540

&H00

&HA0

DISP "Enter ";CHRSCLE);"o"; @ INPUT
uo

DIGP "Enter ";CHREC®); @ INPUT &

!

P Computation

!

OFF ERROR

MGl /N B SA=50R ((S2-5122/N) /NN (N

Z=50R (N X M-U0) /8

T GER ) R CM-U0) /53

PRINT "z=" FNI(Z) & U=FRD & IF U TH

BN 5S40

PREINT "T=" FNLICT) @ UsFRND @ TF U TH

N S10

PRINT "Mean =";FNL(M) @& U=FND & TF
U THEN %20

PRINT "5t .dev. =" FNI{53) & U=FND &
TF U THEN H30

!

I Review routine

!

DIGP CHRSCZ40) ;" un, ";CHRE(214);"ie

W, "SCHRECAD7) ;" nd, or ";CHRECLING;
"oertinue M

INPLUT K & Ke=UPRCSH (KE&" M)

ON FOSCRVECY KEGL4,410+8 GOTO H80,2

70,%40,6480,440

STOF

~Mean and standard
deviation{n—417
=Z=yalue and T-value

~Display the results

Raeyiew module




PROGRAM DESCRIPTION

KENDALL'S COEFFICIENT OF CONCORDANCE

Kendall's Coefficient of Concordance is used to test the communality of prefer-
ence among observers who have assigned n individuals ranks ranging from 1 to n
according to some specified characteristic. The coefficient (W) varies from 0
(no community of preference) to 1 (perfect agreement), and is an extension of
those rank-based measures used to test the degree of association in the two-
variable case. This test is frequently considered a reliability measure of
ranks.

n K 5
12.: % X R:.Lj
W = i=1 \j=1 b 3(n+1)
n

>
Il
~
—~
>
I
—
~
=

degrees of freedom = n-1

where: K s the number of observers
is the number of individuals

a =

is the rank assigned to the ith individual

= by the jth observer



SAMPLE PROBLEM

"Suppose three company executives are asked to inteview six job
applicants and to rank them separately in their order of suita-
bility for a job opening. The three independent sets of ranks
given by executives X, Y, and Z to applicants a through f might

be those shown . . . " (Siegel, NON-PARAMETRIC STATISTICS, p. 230).

Find the degree of agreement among the three executives whose
rankings of six job applicants are shown below. (Artificial data).

Applicant
a b ¢ d e f
Executive X 1 6 3 2 5 4
Executive Y 1 5 6 4 2 3
Executive Z 6 3 2 5 4 1

R; (not computed) 8 14 11 11 11 8

A

|SOLUTIONI

STEP INSTRUCTIONS DISPLAY INPUT

1 | Run "KENDALL" Kendall's Coeff. of Concordance
2 | Enter the # of executives How many observers (K)? 3 [RTN]
Enter the # of applicants How many subjects (N)? 6 [RTN]

Type C to delete error

3 | Enter Appl.1l, Exec.l Subject 1 Observer 17 1 [RTN]
Enter Appl.1l, Exec.?2 Subject 1 Observer 27 1 [RTN]
Enter Appl.1l, Exec.3 Subject 1 Observer 37 6 [RTN]
Enter Appl.2, Exec.l Subject 2 Observer 17 6 [RTN]
Subject 2 Observer 27 5 [RTN]
Subject 2 Observer 37 3 [RTN]
Enter Applicant 3 Subject 3 Observer 17 3 [RTN]




|ISOLUTION [

STEP INSTRUCTIONS DISPLAY INPUT
Subject 3 Observer 27 6 [RTN]
Subject 3 Observer 37 2 [RTN]
Enter Applicant 4 Subject 4 Observer 17 2 [RTN]
Subject 4 Observer 2? 4 [RTN]
Subject 4 Observer 37 5 [RTN]
Enter Applicant 5 Subject 5 Observer 17 5 [RTN]
Subject 5 Observer 27 2 [RTN]
Subject 5 Observer 3? 4 [RTN]
Enter Applicant 6 Subject 6 Observer 1? 4 [RTN]
**Error** Subject 6 Observer 2? 334 [RTN]
Call correction Subject 6 Observer 3? C [RTN]
Correction displayed 6,2 deleted = 334
Enter correct value Subject 6 Observer 2? 3 [RTN]
Continue Subject 6 Observer 37 1 [RTN]
4 | Coefficient of Concordance W= .1619 [RTN]
5 | Chi-square value Chi-square = 2.4286 [RTN]
6 | Degrees of freedon Df =5 [RTN]
7 | End program Run again, View again, or End? | E [RTN]
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USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
1 | Run "KENDALL" Kendall's Coeff. of Concordance
2 | Enter the # of observers How many observers (K)? k [RTN]
Enter the # of subjects How many subjects (n)? n [RTN]
Type C to delete error
3 |Enter data as prompted Subject i Observer j? Ri4 [RTN]
If an error was made: Subject i Observer j? C [RTN]
De]etéd datum displayed i,j deleted = Rij
Goto 3 until done
4 | Real output. Use [RTN] key W = [RTN]
to see next, [BACK] to see Chi-square = [RTN]/[BACK]
last result. Df = [RTN]/[BACK]
5 | Review routine Run again, View again, or End?
R = rerun program - step 2 R [RTN] or
V = review results = step 4 V [RTN] or
E = end program E [RTN]




VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION

K$ General input string A( ) Temporary data storage

SO Grand sum of data N Grand N of data

s1 £Xij 52 L(2Xij)?

M Mean of data Z Z statistic

3 ETA n
NOTES AND REFERENCES
Notes: The value of the Coefficient of Concordance must be in the range of

zero to 1 (0<=W<=1). 1If it is not within that range, the program will
display a warning message. If you get the message "W is illegal. Check
data", make sure that you have entered the data by subject (see sample
problem), and that the observer's ranks are in the range 1 to n (the
number of subjects). Tied ranks are each assigned the average of the
ranks they would have been assigned had no ties occurred (see

reference to Siegel).

References: 1. Siegel, Sidney, NONPARAMETRIC STATISTICS FOR THE BEHAVORIAL

SCIENCES, (McGraw-Hi1l, 1956), p. 231-232.

2. Gibbond, J.D., NONPARAMETRIC STATISTICAL INFERENCE, (McGraw-Hill,
1971).

3. Conover, W.J., PRACTICAL NONPARAMETRIC STATISTICS (John Wiley,
New York, 1971).

4. Formulae found in HP-41C Users' Library solutions TEST STATISTICS.

11
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PROGRAM LISTING

10
=0
50
A0
S0
&0
70
80
F0

100
140
e

.30
140

160
170
160
190
200

=30
auh

230
240
=250
240
a7
2650
2910

300
340

e

a0

340

360
370
380
370
400
440

I KENDALL ~ Kendall’s
V Coefficient of

I Concordance

I Rev 141/01/82

|
|

éELﬁY 5

DI%P "Kendall’s Coeff. of Concordan
B?M ACLO0) K$TE4001]

2 Delay rovtine

bEF FND

Ke=KEY$ & IF K${(POHR$F(E) AND K$<>CH
RE¥CL3) THEN 4%0

FRD=Ke=CHR$(8) & END DEF

!

' BError correction

!

DEF FNE

IF D42 THEN REEP 220 ® DISP "Must h
ave data to deleta" @ GOTO 240

DIGKF STRECII; M, " HTR$CI-4) 3" delete
d o ="5A00~-4) @ WALT 4

d=J=4 @ S0=80-ACT)

FHE=0 & END DEF

DEF FNICX) = INTOCKL0G00+.%)/40000

I

Poindtialize

!

KO, X, S0

INPUT "How many observers (K) 7";K

ITF K42 QR K400 THEN BEEM 220 @€ DIS

Po"Please enter (k400" @ GOTO 300
INFUT "How many subjects (n) 7";N
ITFONCZ THEN BEEP 220 & DISP "Wlease
enter nyi" & GOTO 320

DIGF "Type ";CHR$CLYD);" to delete
agrror' & WATT &

ON ERROR BEEP 220 & DISP ‘Enter num
eric data op ["C"17 @ WATT & & GOTO
49

!

I Data input

|

FOR T=4 TO N @& S0=0 & FOR J=41 T0O K

DISF "Subject";1; "Observer";J;
INFUT K$ & IF UPRCHKSEI="C" THEN U
FNE @ GOTO 400

-Wait

for ‘RTNY

Return 4§ if

e or

decrement

or RACK’

‘RACK Y kevy

Kerys .

correction rouvting,

counters

~Define precision of output
P

~Input

~Eeror trap- display
invalid

~Lall
umer

dialogue and
initialization

coerrection

enters

@entry

l(‘.';l

routine

WaErning

if

if
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PROGRAM LISTING|

40
430
44

Al

&H0
47
4810
4%
500
540

S0

530

540

55

560

570
580

590

ACT)=VALIKSE) @
NEXT J ®&

GO=G0+ACT)
S=84+802 @ NEXT I

I

P Calculate W,chif,df

|
W 2087 CICNEDRNR CN A 2 40 ) =B N+ 4 )/ (N4,
)
CE=I0RIN~4 %W & D=MN-1

I

P Output routine

]

DISP "W="FNI(W) @ U=FND & 1F U THE

MOS0

IF WXL OR WO THEN DISP

al. Check data." ® EBEEP

=N

DISF "Chi-square =";FHNI(C2) @
@ IF U THEN %20

DIGF "DFf=";D @ U=FND & IF U THEN %4
i

DISF CHR$CEZ4L0);"un again, “;CHR$ (24
42 "lew again, or ";CHRECL97) ; "nd",
INFUT K$ & Ke=UPRCH(KSE" ")

ON POSC"RVE" KEL4,410+4 GOTO $60,29
0,%20,%90

aTop

Wi Mis dilleg
440,41 .5 @

U==F D

=Increment
=End loop and
counter

increment

~Compute W

=Gompute chi-square

=“Frintout routine

~Display warning if W0 op

~Review routine

subject counter
total
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PROGRAM DESCRIPTION

CORRELATION COEFFICIENT TEST

Under the assumptions of rank-order correlation analysis, the t statistic,
which has the t distribution with n-2 degrees of freedom, may be used to
test the null hypothesis (the true correlation coefficient p=0).

To test the null hypothesis p=p,, where p, is a given number, the z stat-
istic is used. z has approximately the normal distribution.

Equations:

r n-2

Vl-rz

,oAn3 [(1+r)(1-oo)]

’ (1-r) (1%0,)

Where r is an estimate (based on a sample of size n) of the correlation
coefficient p.



SAMPLE PROBLEM

Given a sample size (N) of 31, and correlation coefficient

of .12, test that the null hypothesis Py = 0.

JSOLUTION |
STEP INSTRUCTIONS DISPLAY INPUT
Run "CORRTEST" Correlation Coefficient Test

1 | Enter the sample size Enter the sample size (n)? 31 [RTN]
2 | Enter r Correlation coefficient (r)? .12 [RTN]
3. ].thterips Enter RHO-naught? 0 [RTN]
4 | Read t t = .650923 [RTN]
5. A'Read 7 Z = .638055 [RTN]
6 | End program Run again, View again, or End? |[E [RTN]




USERINSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT

Run "CORRTEST" Correlation Coefficient Test

1 | Enter N Enter the sample size (n)? N [RTN]

2 | Enter r Correlation coefficient? r [RTN]

3 | Enter p, Enter RHO-naught? Po [RTN]

4 | Read t value t =t [RTN]

5 | Read Z value =1z [RTN]/[BACK]
Use [BACK] to review t-value

6 | Review routine Run again, View again, or End?
R = rerun the program - step 1 R [RTN] or
V = review results - step 4 V [RTN] or
E = end the program E [RTN]

~—



VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
K$ Input string N Sample size
R Correlation RO Po
T t-score Z Z-score
U Delay flag
NOTES AND REFERENCES
Notes: 1.

This program will check that N>3, p =<31, and p0<1, and will
display a warning if an error is found.

Usually, the z statistic is used when the sample size is large.
Note that both t and z are returned. If the test being made is
that p is not equal to zero then use z. Choice of the appropriate
statistic is Teft to the user.

References: 1. Hogg and Craig, INTRODUCTION TO MATHEMATICAL STATISTICS,

(Macmillan and Co., 1970).

2. J. Freund, MATHEMATICAL STATISTICS, (Prentice-Hall, 1971).
The formulae for this program come from the HP-41C Users'
Library solutions TEST STATISTICS, "Test statistics for the
correlation coefficient", p. 5.
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PROGRAM LISTING

106
0
30
40
50
H0
70
&l
90
00
140
120

130

140
150
.60
170
180
190

200

240

&

250

a4

%50

260
270
a80
250
SO0

.........

sl

K
Kyt
380
390

400

b CORRTEST - Test

I statistices for the
!V Correlation Coeff .
I REV 44/04/82

|

DEL.AY %

DISHF "Correlation
DIM K%L4001)

|

I Delay
I

DEF FND

Coefficient Test”

function

Ke=KEYS & TF K${POHE$(8)Y AND K4<{>CH

RECLZ) THEN 130

FND=K$=CHRE (8) & END

DEF FNI(X) =

]

I o Input

i

OM ERKOR RBEEP 220 @ DISPF "Please en

ter numeric data’” & WATLT & & GOTO 4

(1

TP LT

3 M

ITF MCE

rror o nd3" @

INPUT "Correlation

? " ,R

TF ARGOR)Y >=4 THEM LEEF 220 ¢ DISP

ITmpossible correlation” & GOTO 220

THFUT "Enter RHO-naught ?";R0

IF ARSIROY >=4 THEN DISF "Data error
"SOHRSBCAZ) 3 "o illegal " & GOTO 24

DEF
INTCXXRE026+ . 5070076

"Enter the sample size (n)y "
THEN BEREF 220 @ DISP "Data e
WaTT 4 @& GOTO 200

coefficient ()

0

!
P Computation
Ta=RYEBER (N-2) /8QR (-2
2GR ON-3) A2 AGCCLAR XL ~-R O /(4R
YRCLER0ODY D)
i
FoPpdnt-out

!

DIGE "= FNTOT) @ Us=FND & LF U THE
i 340
LGP MEwn
340

!

sENTCZY & Us=FND €& TF U THE

P Review routine

|

DLSF CHR$ C2L02 5 "un again, ";0HR$ 24
4y Miew again, oy "SOHRECLD?): "nd "
TFUT K @ Ke=UPRCE (K& ")

CRAECK
key

“Wait for ‘BTN’ or
return 1 4f TBACKY

=Define output precision

~Error trap-
HON-nUMeric antry
“Enter N

=Werify that N2

~Enter correlation ()

=WVerdfy that the absolute
of () is less than one

~Enter rho-navght

=Varify that the abzolute
of rho i less than one

~Gompute the t-value
=Compute the z-value

Frint the results

“Review modele

ke -

dieplay warning if

value

value




IPROGRAM LISTINGI

440 ON FOSC'RVEY K414, 40)0+1 GOTO 390 » 19
0,340,420
420 END
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PROGRAM DESCRIPTION

INTRACLASS CORRELATION COEFFICIENT

The intraclass correlation coefficient r; measures the degree of association
among individuals within classes or groups. The coefficient is most easily
calculated using the analysis of variance techniques. r; is the sample es-
timate of the population intraclass correlation coefficient p;. If we can
assume that the individuals within groups are random samples from normal
populations with the same variance, then the hypothesis p;=0 can be tested
using the F statistic. This program also calculates the R-squared statis-
tic, which is a measure of the relationship between the sample independent
and dependent variables in the fixed effect case, and Omega-square, which
is an estimate measure of the independent-dependent variable association

in the population in the fixed effect case.

Mean of subjects in the jth sample

X, = Ix
1 1
i
Standard deviation op = Jz:(xj 2y (X )2
n; =

SS total = Z<2x2.>—

Y\ -T2
SS treatment = Z’;—~' -—=%= T is the column sum

SS error = Z(Zx%) - Z<T??/n )
j 373
Df total = n-1 K = the number of sets
Df treatment = K-1 = the total n
Df error = n-k J = the number of subjects
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PROGRAM DESCRIPTION

INTRACLASS CORRELATION COEFFICIENT (continued)

MS treatment = SS treatment/df treatment

MS error = SS erro

R2

SS treat/SS

Q2

r/df error

MS treat/MS error

total

S treat - SS erro

Intraclass r = [é

K-1 K(J-1)

(SS treat - (MS error)(K—l)%/{SS total + MS error)

S treat + SS erro

K-1 K

i
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SAMPLE PROBLEM

and.the degree of association between individuals (A-B)
within the following set of groups:

Subjects
A B
1 71 71
2 69 72
3 59 65
Groups 4 65 64
(sets) 5 | 66 60
6 73 72
7 68 67
8 70 68
|ISOLUTION |
STEP INSTRUCTIONS DISPLAY INPUT
1 | Run "INTRA" Intraclass Correlation Coeff.
2 | Enter the N of groups How many sets? 8 [RTN]
3 | Enter the N of subjects How many subjects? 2 [RTN]
C to correct error
4 | Enter set 1 Set 1 Subject 17 71 [RTN]
Set 1 Subject 27 71 [RTN]
Enter set 2 Set 2 Subject 17 69 [RTN]
Set 2 Subject 2? 72 [RTN]
Enter set 3 Set 3 Subject 17 59 [RTN]
Set 3 Subject 27 65 [RTN]
Set 4: ERROR Set 4 Subject 17 666 [RTN]
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ISOLUTIONI

STEP INSTRUCTIONS DISPLAY INPUT
Call correction routine Set 4 Subject 27 C [RTN]
Deleted value is displayed (4,1) DELETED = 666
Enter correct value Set 4 Subject 1? 65 [RTN]

Set 4 Subject 2? 64 [RTN]
Enter set 5 Set 5 Subject 1? 66 [RTN]
Set 5 Subject 2? 60 [RTN]
Enter set 6 Set 6 Subject 17 73 [RTN]
Set 6 Subject 2? 72 [RTN]
Enter set 7 Set 7 Subject 17 68 [RTN]
Set 7 Subject 2? 67 [RTN]
Enter set 8 Set 8 Subject 1? 70 [RTN]
Set 2 Subject 27 68 [RTN]
4 | Read means Set 1 Me = 71 Std = 0 [RTN]
Set 2 Me = 70.5 Std =1.5 [RTN]
Set 3 Me = 62 Std = 3 [RTN]
Set 4 Me = 64.5 Std - .5 [RTN]
Set 5 Me = 63 Std = 3 [RTN]
Set 6 Me = 72.5 Std = .5 [RTN]
Set 7 Me = 67.5 Std = .5 [RTN]
Set 8 Me = 69 Std = 1 [RTN]
5 | Read output Total Me = 67.5 Std = 4.031 [RTN]
Treat DF = 7 SS = 216 [RTN]
Treat MS = 30.857 [RTN]
Error DF = 8 SS = 260 [RTN]
Error MS = 5.5 [RTN]
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]SOLUTIONL

STEP INSTRUCTIONS DISPLAY INPUT
Total DF = 15 SS = 260 [RTN]
F value F = 5.61039 [RTN]
R squared = .830769 [RTN]
Omega squared = .66855 [RTN]
Degree of association Intraclass r = .697446 [RTN]
6 | End program Run again, View again, or End? |E [RTN]




USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
1 | Run "INTRA" Intraclass Correlation Coefficient
2 | Enter the N of groups How many sets? k [RTN]
3 | Enter the N of subjects How many subjects? n [RTN]
C to correct error
4 | Enter indicated datum Set i Subject j? Xij [RTN]
If an error was made: Set i Subject j? C [RTN]
This will be displayed: (i,j) DELETED = Xij
Goto 4 until done
5 | View means Set i Me = Std = [RTN]
6 | View results. [RTN] to see Total Me = Std = [RTN]
next result, [BACK] to see Treat DF =  SS = [RTN]/[BACK]
last result. Treat MS = [RTN]/[BACK]
Error DF = SS = [RTN]/[BACK]
Error MS = [RTN]/[BACK]
Total DF = SS = [RTN]/[BACK
F = [RTN]/[BACK]
R squared = [RTN]/[BACK]
Omega squared = [RTN]/[BACK]
Intraclass r = [RTN]/[BACK]
7 | Review routine Run again, View again, or End?
R = rerun program - step 2 R [RTN]
V = review results - step 6 V [RTN]
E = end program E [RTN]

25
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VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
T(4) Xy X2(i) I}
M(i) Mean of treatment i 10( ) tf/”
S9(i) SD of treatment i V(i) Variance of i
R( ) Temporary storage El Value of deleted data
X$ General input string T Grand sum of all data
N Grand n of all data X2 in of treatment
10 Z(Ti/n) I1 Intraclass correlation
S1 Treatment SS M1 Treatment MS
S2 Error SS M2 Error MS
S3 Total SS F F-value
D1 Treatment df R2 R squared
D2 Error df 02 Omega squared
D3 Total df




NOTES AND REFERENCES

Notes:

1.

3.

A maximum of 100 subjects per set may be used. To change this,
change the dimension statements in Tine 70.

A maximum of 20 sets may be used. To change this, change lines 370
and 420.

Once a set has been finished, it may not be corrected.

References: 1. Winer, B.J., STATISTICAL PRINCIPLES IN EXPERIMENTAL DESIGN,

(McGraw-Hi11, New York, 1971) pages 210-214.

2.. Hays, W.L., STATISTICS FOR PSYCHOLOGISTS, (Holt, Rinehart
and Winston, 1963) page 382.

3. Ostle, B., STATISTICS, IN RESEARCH, Iowa State University
Press, 1972.

4. HP-41C Users' Library, TEST STATISTICS, p. 33-34.
5. HP-75 STATISTICS SOLUTIONS BOOK, One-Way Analysis of Variance

27



28

PROGRAM LISTING

10
al
30
40
0
&H0

70

a0
70
100
110
120

130
140
150
160

170
160
190
200
24.0
220
230
240
250
260
27

280
2990
00
Ei0

20
FA0
e
30
FE0

KAl

A0
EH0
400
410
420

430

INTRAC-Intraclass
V' Correlation Coeff.
b Rev 441/04/82

|

DELAY .5

DISHF "Intraclass
DIM TCR0),X2(20),10C¢20),V(20),M(20)
LS9 (20 ,R(100)

DM X$120)

|

Correlation Coeff.

P Define variance
]

bEF FNS(EL,82,N) = S2/N-(8i/N)~2

' Delay routine
I

DEF END

@ IF A$="" THEN 170
AS=CHRE CE) THEN FND=4

AE=KEYE
FND=Q @& IF
END DEF

!

VP Precision
!

DEF FNIO) = TNTIXXL0H4 . S0 /4073
DEF FNJ(X) = TNT{(XXL0%64+ . %)/40%6
!

P Correction

!

DEF FNE(C)

routine

"Muat have
B oGoTo 330
"L D

THENM BEEF & DISH
delete” @ WHLT 4
DI&EP "(";0;"

TF =4
data to
Ei=R(I-4) @ s
ELETED =";R{I-4) @ WALT 4
TCCI=TACI~E4 @ T=T-FE4 @ I=l-4 @
-4

Kt @ g~ e @ XiEi0)=;
FNE={ & END DEF

|

N=N

SEE G U I I Rt

PoIndtialize

1

FOR Y=4 TO 20 & TY)IY=0 @ X2(Y) =0 @
TOCYY=0 @ V{Y)=0 @& pM{Yr=( @
NLT,HE, Th=(

|

BN NS
SN i

P Enter data

|
INFUT "How many sets ?2%; K & IF K2
R K220 THEN BEEF & GOTO 420

IMPUT "How many subjects? “; NO & I
FONOCL THEN RBEEP & GOTO 430

=~Routine to calculate the

vardance

RTN or
CBRACK 7

CRACK
key

=Wait for kewy

Ratuern 4 if

=Define precision of ocutput

correction rouvtineg-
counters

~Error
decrement

=Het counters to zero



PROGRAM LISTING

440

4% 0

460
4710

480
4510

500
540
S
530
540
550

e
B0
Yeitl
e
HO0
&HA0
&2
&HAEQ
&40
&S0

HEA
27 0

L&t

Le 0

7010
SR
70
730
740
A
761

\.) \.’ U
&840
Gt

ON ERROR KEEP & DISKF "Please enter
numeric data" @ WATT 4 & GOTO 470
DISF CHR$CE9D) 5" to correct error.”
® RBEEP 440 @ WALT 4

FOR J=4 TO K & FOR I=1 70 NO
DIGF ‘Set’;F; 'Subject’;1; @
4

1 Xgmt?
IF PO
0 470
KEUEL CX$)

IMPUT X

THEN 470
GG, X)) THEN U=FNECY) @& GOT

1
P loop counters

1

Ne=N+L @ RO =X

TCID=TCIY X 6 T=TeX @ X2 (T)=X2(T)+X
AR XPmXEEXR

MEXT 1

NEX T J

OFF ERROR

|

I CALCULATION
FoMe, 8TD, Internal

!

FOR J=4 T0 K

TOCIY=TCA322/N0 & 1T0=L0+T0¢))

VI =FNGOT (), XE2OT) N0 & 5900 ) =50R
(QVAGNIDD]
MOF)=TC)) /NG
DIGF "Se1r";J;
SFNTCEY YY) P
NEXT 0 & Ve
=HAR V)
DISBF "Total
(590 & UsiEND
!

P odnt,
!
Ta=Tr2/0

Glwl0~-14 @ S2=X-T0 & G¥=XE-14
Di=mK-4 @ DE=N-K 8 DE=p-1
ML=GL/01 & ME=5o/00

!

bR, R
!

Fapid /M2 @ RE=GL/8% & 02|
EY/CBREME
T (887 (K~
LI HBE/KD

!

PoPrdint Qut
i

DIGH "Treat DF=" ;DL HG8="

@ Us=FND

MeE  FNT(MOT) )
Us=FND
NGOT,XE, N B M=T/N @ §9

JATES

Me=" s FNTOM) , "Erds=" 5 FNT

8% ,ME ,DF

o0
B (K =19 X1

DG/ (KA NG -4 200 /(887 (K-

JENT (G4

“Error trap-
Lllegal data

return
14 entered

=Input
- Call

Loop
@rror correction

=Pecrement counters

calculation
S50 nD

=Intermnedlate
=Variance and

~Mean

~Galocvlate sum-squares
=Calculate deqrees of freedom
~Caloculate mean-sguares

warning i
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PROGRAM LISTING

860

870

a&0

Y00

740

Ya0

P30

950

P60

DISKF "Treat MB=";FNI(MLI) & U=FND @
IF U THEN 8%0

DISP "Error DF=";DE;"68=" FNI(SH)

@ U=FND & IF U THEN 8&0

DISF “Error MS=";FNI(MZ) & U=FND @
IF U THEN 870

DISF "Total DF=";D3E;"885=" ;FNI(53)

@ U=FND @ IF U THEN 880

DIGF "F=",FNJ(F) & U=FND & IF U THE

N 890

DISF "R squared=";FNJ(RZ) & U=FND @
IF U THEN 900

DISF "Omega squared=";FNICOZ) @ Us=F

ND @ IF U THEN 940

DIGP "Intraclass v =";FNJ{T4i) @ U=F

ND @ IF U THEN 920

DIGP CHR%(240);"un again, ";CHR$(24

4);"iew again, or ";CHR$CL27); "nd";
INPUT X4 ® ON FOSC"RVE" JUPRCHCXE) )+
L GOTO 940,370,690,960

STOP

~Reaview module



PROGRAM DESCRIPTION

KRUSKAL-WALLIS STATISTIC

Suppose we want to test the null hypothesis that k independent random samples
of sizes ny, ny, . . . NM_q, N come from identical continuous populations.

This program will arrange all values from k samples jointly (as if they were
one sample) in an increasing order of magnitude. Values that have equal
ranks will be assigned the average of the ranks that they cover. Let Rjj

be the rank of the jth value in the ith sample.

The Kruskal-Wallis statistic H can be used to test the null hypothesis that
each observer has identical ranking preference.

When all sample sizes are large (>5), H is distributed approximately at the
chi-square with k-1 degrees of freedom. For small samples, the test is
based on special tables (not computed). This program will accept a maximum
of 254 TOTAL observations, due to a restriction in the sorting routine.

Equation: df = K-1

=1
Rij = Rank of observation (i,3)
K = number of samples

>
I

i number of observations in the i sample

31



SAMPLE PROBLEM

Compute the H-statistic for the following data: (data from
Conover, p. 258).

1 2 3 4
Obs. Rank Obs. Rank Obs. Rank Obs. Rank
83 11 91 23 101 34 78
91 23 90 19.5 100 33 82
94 28.5 81 6.5 91 23 81 6.5
89 17 83 11 93 27 77 1
89 17 84 13.5 96 31.5 79 3
96 31.5 83 11 95 30 81 6.5
91 23 88 15 94 28.5 80 4
92 26 91 23 81 6.5
90 19.5 89 17
84 13.5
ISOLUTION/
STEP INSTRUCTIONS DISPLAY INPUT
Run "KRUSKA" Kruskal-Wallis Statistic
1 | Enter the N of treatments How many treatments? 4 [RTN]

E to end treat., C to change

2 | Begin treatment 1 Treat. 1 Subject 1? 83 [RTN]
Treat. 1 Subject 27 91 [RTN]
Treat. 1 Subject 37 94 [RTN]
Treat. 1 Subject 4? 89 [RTN]
Treat. 1 Subject 5? 89 [RTN]
Treat. 1 Subject 67 96 [RTN]
Treat. 1 Subject 77 91 [RTN]

Treat. 1 Subject 8? 92 [RTN]
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ISOLUTION/|

STEP INSTRUCTIONS DISPLAY INPUT
Treat. 1 Subject 97 90 [RTN]
4 | End treatment 1 Treat. 1 Subject 107 E [RTN]
2 | Begin treatment 2 Treat. 2 Subject 1? 91 [RTN]
Treat. 2 Subject 2? 90 [RTN]
Treat. 2 Subject 3? 81 [RTN]
Treat. 2 Subject 4? 83 [RTN]
Treat. 2 Subject 57 84 [RTN]
Treat. 2 Subject 67 83 [RTN]
Treat. 2 Subject 77 88 [RTN]
Treat. 2 Subject 87 91 [RTN]
Treat. 2 Subject 9? 89 [RTN]
Treat. 2 Subject 107 84 [RTN]
4 | End treatment 2 Treat. 2 Subject 117 E [RTN]
2 | Begin treatment 3 Treat. 3 Subject 17 101 [RTN]
Treat. 3 Subject 2? 100 [RTN]
Treat. 3 Subject 3? 91 [RTN]
**E prorx* Treat. 3 Subject 47 9333 [RTN]
3 | Call correction routine Treat. 3 Subject 57? C [RTN]
This will be displayed: (3,4) DELETED = 9333
2 | Enter correct value Treat. 3 Subject 4? 93 [RTN]
Continue Treat. 3 Subject 57? 96 [RTN]
Treat. 3 Subject 6? 95 [RTN]
Treat. 3 Subject 7? 94 [RTN]
4 | End treatment 3 Treat. 3 Subject 8? E [RTN]
2 | Begin treatment 4 Treat. 4 Subject 1? 93 [RTN]
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ISOLUTION|

STEP INSTRUCTIONS DISPLAY INPUT
Treat. 4 Subject 2? 82 [RTN]
Treat. 4 Subject 3? 81 [RTN]
Treat. 4 Subject 4? 77 [RTN]
Treat. 4 Subject 5? 79 [RTN]
Treat. 4 Subject 67? 81 [RTN]
Treat. 4 Subject 77 80 [RTN]
Treat. 4 Subject 8? 81 [RTN]
4 | End treatment 4 Treat. 4 Subject 97 E [RTN]
5 | Skip the ranks View the ranks (Y/N)? N [RTN]
6 | View printout H = 25.46437 [RTN]
df = [RTN]
Total n = 34 [RTN]
7 | End program Run again, View again, or End? |E [RTN]




USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
Run "KRUSKA" Kruskal-Wallis Statistic
1 | Enter the number of treatments| How many treatments? k [RTN]
E to end treat., C to correct
do steps 2-5 k times
2 | Enter data as prompted Treat. i Subject j? Xij [RTN]
3 If an error was made: Treat.. i Subject j? C [RTN]
Deleted datum displayed: (i,j) DELETED = Aij
Goto 2 until treatment done
4 | Depress E to end treatment Treat. i Subject j E [RTN]
Goto 2 until all treatments
have been entered
5 | Depress Y to see ranks View the ranks (Y/N)? Y or N [RTN]
To view the ranks: i,j S = R = [RTN]/[BACK]
6 | Read the printout. Use H = [RTN] /[ BACK]
[RTN] key to see next result, | df = [RTN]/[BACK]
[BACK] key to see last result.| Total n = [RTN]/[BACK]
7 | Review routine Run again, View again, or End?
R = rerun program - step 1 R [RTN]
V = review results - step 5 V [RTN]
E = end program E [RTN]
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VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
A( ) Data storage N Total N
X$ General use string Al1( ) Storage of ranks
N(j) N of column j N1 Internal: total N
NO Grand sum K Number of treatments
X Temporary input value H H-value
R2 %(R,j)° R1 Temporary sum of rank
D Degrees of freedom U* Delay flag, = 1 if [BACK]
VARIABLES USED IN THE INDEX SORTING ROUTINE
L Lower parameter of search U* Upper parameter of search
I Middle of binary search K1 Value to "search" for
T8 Upper part of index string B$ Lower part of index string
A$ Index string
VARIABLES USED IN THE RANKING AND TIED-VALUE CORRECTION ROUTINE
L1 Last discrete rank value Cl Index (position) of L1
co Number of ranks that = L1 c2 Sum of indexes after C1
Value to replace
T "Current" rank value R "current" tied ranks

* Some variables used for more than one purpose




NOTES AND REFERENCES

Notes: 1. The program is presently Timited to a maximum of 20 treatments. To
change this Timit, change lines 70 and 320.

2. The program is limited to a maximum of 254 total data items. To change
this would require a major reprogramming effort, and would slow down
the ranking routine.

References: 1. Conover, W.J., PRACTICAL NONPARAMETRIC STATISTICS (John Wiley
and sons. 1971), p. 257-259.

2. Knuth, Donald E., THE ART OF COMPUTER PROGRAMMING, Volume 3,
Sorting and Searching, (Addison-Wesley, 1972).

3. HP-41C Users' Library solutions, TEST STATISTICS, Kruskal-Wallis
statistic.
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PROGRAM LISTING

10
20
%0
410
S0
&H0
70

&

90
100
140
120

130
140
150
160
170
180
1970
200

240

eyt
2350
240
I...IU
260
270
280
Al
A00
310

A

3%0

3410
350

A60
B0
A0
350
400

440
420

I KRUSKAL : Kruslal -
P bWallis statistic
PREV 44/04/82

|

DELAY .5

DIGH " Krunln1~wa1
DIM A2 A% E%Y
ML 2%%), X%l 200,
DEF FNC(X)

NC20)
= NUMCAST

!
I Delay routine
!

DEF FND

AE=KEYS & 1+ Afg=t" T
FND=0 & TF &%=
END DEF

!

I Correction

!

DEF FNECC)

TF NOCY KL THEN BEER
ve data to delete” @
DIGE "0 ", "m0
(MY @ WATLT 4
NACY=N(CY-4 & N
FNE=Q0 ®& END DEF
DEF FNLOX) = 1INT{X%4
!

Polndtialize

I

N1,|1)Pu N, NO=(

N4,

! Enter data

]

INPUT "How many Treas

TF K2 OR K220 THEN

DIGF PHR%(i??);" to

MRECLDSY ;" to correc

POk =4 TO K & MO

DISE “Treat.” ;7 %ub
LHPUT X4

TF UPRCHOXEd="E" THE

TF O UFRCHE(XE )=

TO &%

O ERROE BEEP 220 @

@ric, FUE"D, o LMCM

e 3450

KuWUAL OXE)

i

I Loop
!

n [~ "

THE

counters

1, TH125%%), BT

AN UsENECYY @

lis Statistic”
2551,

X,I\

HEN 130

CHE$C8) THEN FND=4

& DISP "Must ha
GOTO 230
s ") DELETED =";4

@ NO=NO-AC0)

075+ . H)/20 0%

tments T, K@
BEER & GODTO 320
end treat., ";C
T WALT 4

a1

Ject/ NI+l @
VAR
GO

DISH "Enter num
T2 & WalT 4 @ 6

function For

routine

~GConveraion
rankirg

‘RTNY or
FRACK”

=~Wait For
return 4 a9f

‘HACK
key

Koe g —

~Correction rouvtine

=Define precision of output

“Enter and the number of

Treatments

ver i fy

end of the
erntered
correctian
entered

~{ote the
SR D AR

~Latl error
S A 1,

sEerer trap

Tredatment

routine



PROGRAM LISTING

430
440

4% 0
460
470

ao
450

50 01
54 ()
5 ()
53
540
550
560

570
B0
Rl
QU
HA O
\)l)“
l..\\.)[]
&H4
&S0

i
EEH

&7

\l\‘l‘l
L0
AIRY
744
e
7E0
V4
a3t

760
77
a0
vy

Gon
B0

NCI)=NCY Y48 @ N=Ned @ ACN) =X 6 NO=N

0+

IF No>=2%4 THEN BEEF @ DISF "Can’t F
nter any
GOT0 3%0

PoEnc of

IF NCIYC2 THEN BEEPR
than one subject" & GOTO 3%

Ve
0

Mo

NEXT J
ERROR

OFF
!
bR
]

more" & WALT 4 8 GOTO 2490

tTreatment

& DISP "Muet ha

tank data by
"Binarv" smort

LA, AGNEL) ,AC0)=~TNF @ Co=1 & C1,CR=

0
Fr s

L.=4

TF
TF
TF
TF
g
5E
IF
LEN

NEXT

CHRE% (L)

FOR X=2 TO N

RN S

T TNT COL AW 220

Ki=a ONUMCASBEY , 1100

FOO =KL THEN 650

ACO KL THEM UsT-4 ELSE L=It+4§

LG =l

THEN &00

151 THEN Hb“ﬁh!? T-41 ELGE Rgm=n»

1K

[ guvm

THEN T4 ﬁll1+1,LLN(h$)] Bl

AL THEN Af=RSACHRS CXOAMETT,

(AgD ]

X

ELSE d%=a50 1, TIAUHRY (/)ull

A S0 B &CHRE 0

|

|

}

|
FOR
Teg
i
QTo
IF
IF

[

G it

NEXT

ranks

Compute & store

Mamd TO N

CF MG
P @
ISRERE

CGOYY @O TF TORLE AND CO=4 THE
AL CFNT O Y=l @ G, CE=X & G

Tald THEN CO=C0+4 & CR=CR
RO AND t=LlLE THEN 800

6 L

v
I

SO0 6 FOR Q=01 TO CieQo-4 6 fid
CO =R @ MEXT

=1 8 ALFRNCOX) y=X 8 CL,00=

P Compute ritin

T K
O Yed T PN R

~Incremeant

~Check number

=Hinary

=finary

indey

Q

&

serarch

=Ingert presant

~Htore ranks

el

Lh

¥
1

cournntens

 data

it

incesx

AN

anks

Ltems

into

5
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PROGRAM LISTING

60
&£70

680

650
200
Yia
gan
P30
Y40
0
G&0
G7a
580

50
1000

1040

1020

1030

ia4Q
10%0

1060
1070
1080
1a%0

00
1440

140
1130

1440

MEi=Ni+S @ Ri=Ri+A4(NL) & NEXT Y
R2=RI+RLAZ/NIX) & MNEXT X
Dl 4,

Hed 27 CNSCON+ L) DMRE-F KON 1)

1

' Frint-out

!

DISP "View the ranke? (";CHR$(247);
"N SOHRS (2086 M,

INFUT A% & A$=UPRCH (A" ™)

IF POSCNY",A%Ld,41)=0 THEN 930
IF Ad="N " THEN 10%0

Xi,X=0 @ Y=4

PRINT "Sample";Y

XX d @ XA=Xi+4 @ IF >N THEN £0%0
IF OXAONCY) THEN YaY4+d @ Xi=0 @ X=X}
1@ GOTO 280

FRINT BTRECY) 3", " 8TRGCXL )Y ;" H=" 5060
K3 "R="1000X) @ UmFND

TFU AND X474 THEN XsX~4 @ Xi=Xi-i

@ GOTO 4040

IF W AND Y>i THEN Y=Y-4 & Xi=N{Y) @
X=X-4 & GOTO 4040

GOTO 990

PRINT "H =" FNICH) & U=FND & IF U T
HEN 24=N(K) @ X=N & Y=K @ GOTO 1010
PRINT "df=";D & UsFND & TF U THERN 4
%0

PRINT "Total n=";N & U=FND & IF U T

HEN 1060

!

I Review routine

!

DLEP CHRS (2400 ;"un again, ";CHRE (24

A3 Miww again, or ";CHRECLY?) i "nd "

b4

INPUT &g @ Ad=UPRCYE (aga" ")

ON POSC"RVE" 4404, £ 0+4 GOTO 4440,2
a0,930, 1140

sTor

=Compute M oand degrees

freedom

=Foutine to allow vser
The ranks

~Printout

~Review module

of

to view




PROGRAM DESCRIPTION

MANN-WHITNEY U-TEST

This program calculates the Mann-Whitney test statistic on two independent
samples of equal or unequal sizes. The Mann-Whitney test will test the null
hypothesis that there is no difference between the two samples. The program
will rank all values from both samples as if they were one sample, assigning
tied ranks the mean of the positions that they occupy. This program will
also accept, as input, data that has already been ranked in the preceding
manner. The smaller of the two U-statistics will be displayed, as according
to statistical convention. The Z-value that is displayed is approximately

a random variable having the standard normal distribution.

For small samples (less than or equal to 8) the specially constructed tables
should be used. For example: HANDBOOK OF STATISTICAL TABLES, D. B. Owen,
Addison-Wesley, 1962.

Formula:
nq
U= non, + nl(n1+1) §=1 Rl
2
nn,
z= U- 2
<n1n2(n1+n2+1)/12

Where: n; = Size of sample 1
n, = Size of sample 2

Note: Both of the two possible U's are computed.
The smallest U is displayed, as is conventional.

R. = Rank assigned to item i of the sample with the smallest U.
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SAMPLE PROBLEM

The two-sample case is one in which the investigator has
obtained two samples from possibly different populations.
The null hypothesis tests the rejection of the assumption
that the samples come from two different populations.

Consider two independent samples of students trained in a
series of athletic events under two different conditions.
The null hypothesis is that there are no differences be-

tween the training methods. Use the program MANN to cal-

culate the ranks, U-statistic and z-statistic of these
students.

Score
Method A 18 15 13 21 11
Method B 13 6 2 5

ISOLUTION L
STEP INSTRUCTIONS DISPLAY INPUT
Run "MANN" Mann-Whitney U-Test Statistic
Sample 1 C=change E=end
1 | Enter sample 1 Sample 1 Item 1? 18 [RTN]
Sample 1 Item 27 15 [RTN]
Sample 1 Item 3? 13 [RTN]
Sample 1 Item 47 21 [RTN]
Sample 1 Item 57? 11 [RTN]
4 | End sample 1 Sample 1 Item 6? E [RTN]
Sample 2 C=change E=end
2 | Enter sample 2 Sample 2 Item 17 13 [RTN]
Sample 2 Item 27 6 [RTN]
**ERROR** Sample 2 Item 3? 299 [RTN]
3 | Call error correction Sample 2 Item 47 C [RTN]
This will be displayed Item 3 deleted = 299
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ISOLUTIONI

STEP INSTRUCTIONS DISPLAY INPUT
2 | Enter the correct value Sample 2 Item 37 2 [RTN]
Continue Sample 2 Item 4? 5 [RTN]
4 | End sample 2 Sample 2 Item 57? E [RTN]
5 | View the rank scores? View the ranks? (Y/N)? Y [RTN]
6 | View the ranks. Use [RTN] Sample 1
to see the next rank. 1,1 S=18 R=8 [RTN]
1,2S =15 R=7 [RTN]
1,3S =13 R =5.5 [RTN]
1,4S=21 R=29 [RTN]
1,6 S=11 R=4 [RTN]
Sample 2
2,1 S =13 R =5.5 [RTN]
2,2S =6 R =3 [RTN]
2,35=2 R=1 [RTN]
2,4S=5 R =2 [RTN]
7 | View results, using [RTN] as U=1.5 [RTN]
above 7 = -2.08207 [RTN]
8 | End program Run again, View again, or End? | E [RTN]
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USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT

Run "MANN" Mann-Whitney U-Test Statistic
Sample 1 C = change, E = end
1 | Enter items of sample 1 Sample 1 Item i? A(1,i) [RTN]

If an error was made: Sample 1 Item i? C [RTN]
This will be displayed: Item i deleted = A(1,1)
Goto 1 until done
End sample 1 Sample 1 Item i? E [RTN]

Sample 2 C = change, E = end

2 | Enter items of sample 2 Sample 2 Item i? A(2,7i) [RTN]
If an error was made: Sample 2 Item i? C [RTN]
Will not correct sample 1 Item i deleted = A(2,i)

Goto 2 until done
End sample 2 Sample 2 Item i? E [RTN]

3 | Do you wish to view the View the ranks? (Y/N)? Y [RTN] or
ranks? If not, goto 5 N [RTN]

4 | View the ranks. Use the Sample 1
[RTN] key to see the next 1,1 S = sample R = rank [RTN]
rank, [BACK] to see previous 1,1 S = sample R = rank [RTN]/[BACK]
rank Sample 2 . . . . . .

5 | View U and Z. Use [RTN] and U= u value [RTN]/[BACK]
[BACK] as above Z = z value [RTN]/[BACK]

6 | Review routine Run again, View again, or End?

R = rerun the program - step 1 R [RTN] or
V = review results - step 3 V [RTN] or
E = end the program E [RTN]




VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
A( ) Data storage AL( ) Storage of ranks
N(j) N of column j N Total N
X9 Temporary input data value /A Z-statistic
Large and small
Ul,U02 U statistic K$ General use string
R1,R2 Sum of ranks in var. 1,2 U* Delay flag, = 1 if [BACK] |
D Degrees of freedom used
VARIABLES USED IN THE INDEX SORTING ROUTINE
L Lower parameter of search u* Upper parameter of search
I Middle of binary search K1 Value to "search" for
T$ Upper part of index string B$ Lower part of index
A$ Index string
VARIABLES USED IN THE RANKING AND TIED-VALUE CORRECTION ROUTINE
L1 Last discrete rank value C1 Index (position) of L1
CO Number of ranks that = L1 C2 Sum of indexes after Cl
VaTue to replace
T "Current" rank value R "current" tied ranks

* Some variables used for more than one purpose
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NOTES AND REFERENCES

Notes: 1. A maximum of 254 items (TOTAL) may be entered. This is due to the
design of the ranking program, and can't be changed easily. See
the Notes and References to Kruskal-Wallis statistic.

2. In accordance with statistical convention, the smaller of the two
possible U-statistics is displayed. Variables Ul and U2 contain,
respectively, the U-statistic computed using item 1 and the
U-statistic computed using item 2.

References: 1. J.E. Freund, MATHEMATICAL STATISTICS, (Prentice-Hall, 1962).
2. S. Siegel, NON-PARAMETRIC STATISTICS, (McGraw-Hi1l, New York, 1956).

3. TEST STATISTICS, HP-41C Users' Library solutions, (MANN-WHITNEY
STATISTIC).
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PROGRAM LISTING

10
&
30

40

By
60
70
80
50

100
110
120
130
140

150

160
70
i80
190
200
&40

wG

300
340
Fa0
JE0
H40

A4

Fé0
kYAl

50

P Mann-Whitney test statistic

T REV 14704782

!

DIM ACES5) ,AFL255],THI295]1,BEL2%5%5),
AL C255) ,N(2)

DELAY %

|

I Rank
!

DEF FNC(X

conversion
= NUMCABLX,X1)

!

V' Evrron
!

DEF FNI(X) =
DEF FNE

correction

INTOXRL 0%+ . %) /7407

DIGP
M0
Mepl-40 @ NS =N -4
END DEF
!

I Delay
!

DEF FND

"Tten";N(S) ; "deleted =" ;A (NCE)

@ FME==()

routine

Ke=KEYS & TF K$COOHRSCLE) AND K$<O(C
ARG CED) THEN 2220
FMD=Kb=CHRES (&)
|

PIndtialize

!

DISH "Mann-Whitney U-test statistic

BOEND DEF

ON ERROR HEEP 440 @ DISF ‘Fnter num
@rdc, PUE"l, or [LUC"17 @ GOTO 350
Li, AC0=-TNF & COo=1 & N,NO,NCL), N2
PLRLOL,CR=0

|
PoInput
]

FOR &G=4 T0O 2

DITEF "Sample ";&;" PSOHRE LGS ) (e
change, ";CHRFCL97) ; "=and" & WALT 1
Bfa=t @ DIGP "Sample”;5;"Item";NE)
i @ OINPUT BE
LB OUPRCE (BS)= g
TF UPRCS (Rsy=nen
FNE & GOTO 3%0
IF UFRCE () =10
ve data to
0 350

TF N 2%0
Can’t

Loop

THEN 440
AMD NCSY 0 THER U
THEN DIGP
delete" & REFP

"Must ha
220 @ 6ov

THEN EEEP & DISF "WARNING-
avcept nrAb%4" @ WALT 1.%

~Conversion function for

ranking rouvtine

~Define precision of output
=Delete vaer’s input error and
decrement counters

RTINS or
TRECK

TReGKE
kewy

=Waidt For keye,

Rexturn 4 df

trap

~Enter sample value

=End data entry if E iz entered

~Gall corvection routing if
s oentered

~Return error if attempting to
delete non—-axistent data

~Return erro L More than 2%«

"
data dLrtems entered
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JPROGRAM LISTING

400

44.0

450
430
440
4% 0
460
4770
48310
490
500
40
Seall
S30
40
S0

S0

L7 0

e
B0
HO0
6HA0
H20
HAH0
H40

&S
L&
&0

6B

Lo
700
7450
7l

730
740

va:At
760
oal
7
750
800
810

XG=UALCRE)Y & N=N+4 @ N(SI=N(E)+4 @

AINCSY+HNO)Y=X? @ GOTO E50

IF N(S)I<2 THENM BEEP 220 & DISP "Mug
1 have more than ons item" & GOTO 3
H

NO=N @ NEXT &

OFF ERROR

]

' Rinary sort

]

AF=CHR$ (1) @ A(N+L)=~TNF

FOR X=2 T0 N

L=1 & U=X-{

T=INT LU 72D

Ki=a{MNUMIASET,T1))

IF ACXr=Ki THEN S%0

IF ACOKS THEN U=1-1 ELSE L=I+1

IF Ur=L THEN S00

TF 128 THEN BE=A$LL,1-41 ELSE RBe=""
TF LK~ THEN T9=a%411+4,LENCAS) T EL
GE Tgm=n

IF A0COL THEN A$=R$&CHRE O AASTT,
LENCASY T ELSE A=At LL, TIACHRE OO &TY
HEXT X

A=A ECHES C0)

1

P Paired ranks

I

FOR X=41 T N

Ta@ FHCOAY ) @ LF T4 AND CO=41 THE
NOLA=T B AL FNC OO Y= @ OF, 0= # 0
070 H%0

IF =4 THEN CO=C0+4 @ CE=CR4X

IF XN AND T=L1 THEN &90

ReCir/C0 & FOR @=C4 T0 Ci+CO0~-4 & Adf
FRGCEY =R & NEXT @

CO=4 & Li=71T @ AL(FNCX) )= @ CL,Cd=
X
NEXT X

|

P Compute U and £

|

RiGRE=G @ FOR =4 TO NL) & Ri=Ri+H
LX) @ NEXT X

FOR XaNOdo+d TO NOLYENCE) 6 REZ=RZ4A
LOX0 @ WEXT X

EE RSB ORI RGO S S ENCH R X I WAt %)
UdsNCEY RNy +N LRI+ 40 /2R A
U4 @ TF u2dcud THEN Us=U2

2 - NCAYMNOEY /2 ZOERONCL Y RN C2 ) S ONL
LyeNCEY i /482

|

P View ranks

|

=Increment counters, store
value, and continue

=~Birary index saort

=RBinarv searoch

=Insert preset index into A%

=Store ranks in AL O

~Heplace tied ranks

=Compute sum of ranks in
variable 14 and 2

=Compute U veing variable 2
=~Gompute U ousing variable i
~Choose smalleast U

“Gompute 2-score




PROGRAM LISTING

g0

Bs
a40
G0
@&
a@70
Gao
Gy

GO0
G40
Yl
G330
P40
%0
P60
EAt
Gao
990
1000

1040
1020

1030

DIGKH "View the ranks? (";CHREO247);
/S CHRE CRO0G) ;MY

INPUT K$ & Ke=UPRCE (KEE" ")

IF POSOYNY",K$04,410=0 THEN 820

TF K$="N " THEN 270

Ki L X=0 & Y=1

DIGF "Sample";Y

X=X @ Xa=Xi+4 & IF ON THEN 970
TFOXAPNOYY THEN YsY+i @ Xi=0 @ X=X-
1@ GOTo 870

DIGF STREGCY )", ";ETRECXL) ;" G5 a(
X5 "R=" 5 04(K) @ V=FND

IF U AND X421 THEN XaX-4 & Xi=X}i-i
@ GOTo 900

IF U AND Y24 THENM Y= @ X4 ,X=N{i) @
GOTO 200

GOTO 880

i

Poew U,V

!

DIGP MU o= " ENTUY @ VsFND

TF O THEN X=N & X4=NC(2) @ Y=2 & GOT
0900

DIGE "Z=" FNICZY & V=FND @ IF U THE
M P70

DESEF CHR$C240) ;"un again, ";CHR$C2E
)3 "iew again, or ";CHRECATY); "nd";
INPUT BS & RE=UPRCSH (REE" ")

Or FOSC"RVE" ,BELL,410+4 GOTO 4000,2
80,820,4030

STOP

=Routine to view the ranks

=Frintout/display routine

~Review module
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PROGRAM DESCRIPTION

FISHER'S EXACT PROBABILITY

Fisher's exact probability test is used for analyzing a 2 x 2 contingency
table when the two independent samples are small in size.

(I-) b (I+)
(I1-) d (II+)

a
C

Given frequencies a, b, c, d, with a as the smallest frequency, this
program calculates:

1) the exact probability of observing the given frequencies in a 2 x 2
table, when the marginal totals are regarded as fixed, and

2) the exact probability P; (i=1, 2, ..., a) of each more extreme table
having the same marginal totals.

Formula:

Exact probability P, = (atb)!(c+d)!(a+c)!(bt+d)!
Nlfalb!c!d!

Where: N = a+b+c+d

Each more extreme table (with the same margins)

b)! (c+d)l(a+c)!(b+d)!
1)T(b+i) T (c+i) T (d-7)!

a+
(

Where: Pi e{l,Z,...a—l,a}
S 1

Xli& (1) 62 R0 %)




SAMPLE PROBLEM

Calculate Py, P,, P53, and P, for the following table:

Frequency: 7 10
8 5

NOTE: The table must be arranged as:

Frequency 5 8
10 7
1SOLUTION/
STEP INSTRUCTIONS DISPLAY INPUT
1 |Run "FISHER" Fisher Exact Probability Test
2 | Enter frequency A Enter Group I- (A)? 5 [RTN]
3 | Enter frequency B Enter Group I+ (B)? 8 [RTN]
4 | Enter frequency C Enter Group II- (C)? 10 [RTN]
5 | Enter frequency D Enter Group II+ (D)? 7 [RTN]
6 | Read probabilities, Use Exact probability = .01467 [RTN]
[RTN] to see the next Prob.( 1 ) = .05705 [RTN]
probability Prob.( 2 ) = .13691 [RTN]
Prob.( 3 ) = .1867 [RTN]
Prob.( 4 ) = .12446 [RTN]
Prob.( 5 ) = .02872 [RTN]
7 | End program Run again, View again, or End? |E [RTN]
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USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
Arrange table so that a is
the smallest frequency
1 | Run "FISHER" Fisher Exact Probability
2 | Enter frequency A Enter group I- (A)? a [RTN]
3 | Enter frequency B Enter group I+ (B)? b [RTN]
4 | Enter frequency C Enter group II- (C)? ¢ [RTN]
5 | Enter frequency D Enter group II+ (D)? d [RTN]
6 | View probabilities. Use [RTN]| Exact probability = [RTN]
to see next display, [BACK] Prob. (1) = [RTN]
to see previous one Prob. (2) = [RTN]/[BACK]
Prob. (3) = [RTN]/[BACK]
Prob. (4) = [RTN]/[BACK]
Prob. (5) = [RTN]/[BACK]
7 | Review routine Run again, View again, or End?
R = rerun the program - step 2 R [RTN]
V = review results - step 6 V [RTN]
E = end program E [RTN]




VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
P( ) Probability storagg K$ General input string
F Factorial function A Group I- (A)
B Group I+ (B) C Group II- (C)
D Group II+ (D) N A+B+C+D
I,X Index values U Delay flag, = 1 if [BACK]

NOTES AND REFERENCES

Notes: 1. a must be the smallest among the frequencies. Rearrange the table
if necessary.

2. This program requires that a <= 50. To change this 1imit, change
the dimension statement in Tine 70.

3. This program contains a routine for calculating the factorial
of a number in lines 170-230. You can use it in your own program
as follows:

1000 DEF FNF(N)

1010 F=1

1020 FOR X=2 to N
1030 F=F=X

1040 NEXT X

1050 FNF=F @ END DEF

2300 A=FNF(B)/C (Sample formula)

References: 1. Sidney Siegel, NONPARAMETRIC STATISTICS, (McGraw-Hill, 1956).

2. Sir R.A. Fisher, STATISTICAL METHODS FOR RESEARCH WORKERS,
(OTiver and Boyd, 1950).

3. Hewlett-Packard, HP-41C Users' Library Solutions TEST STATISTICS,
formula from program FISHER'S EXACT TEST FOR A 2 x 2 CONTINGENCY
TABLE, p. 39.




IPROGRAM LISTING|

10
Al
30
40
50
&H0

70
80
0
100
140

120

130
140
450
160
17
180
190
200
a2

a0

400

440
420
H4H0
440
4%

P FISHER ~ Fisher’s exact

D test for a 2X2 contingency
I table

1 REV 1i/01/82

!

DI&P
,.5 l. "

DIM P(50),K$1L20)
I

Fisher Exact Probability le

I Delay
I

DEF FND

routine

Ke=KEYS & IF KHL{O>CHRSC4E) AND K340
HRE(E)Y THEN 4720
FND=K$=CHRG(E) @
!

' Calculate
I

DEF FNF (M)
frazg

FOR X=2 T0 N
s KX
NEXT X
N =
END DEF
!
Poldmit
!

DEF FMNICE) = INTOCRL000004 . %)/40000
0
1MUY
ITNPUT

END DEF

Factorial

output precisiton

"l ter

"Eorcten

Group T
Group T+
TRPUT "Enter Group TI-
IMPUT "Enter group 11+
IF OB+ (a{0Y+ (LD =3

A TR
(Rt o
(CH) 1°;0
CIry el
THEN 340

BEEP 880 & DISF "& must be the smal
lest freg.” & WALT 4 @ GOTO 140
N+ B4 G+

!

P Calculate prob.
!
FOR T=0 10 A

FOL Y = RE e B0 R NF COAD ) P NEF {00 mE N
(R

POl y=F LY/ CFNF CRDRFNEF Ca- T RFNF (B 1)
KFNF CCHE ) KFNF CD-10 0

NEXT T

|

P Printout

!

DIBF "Exact probability =" FNIFC0)
POE UsFND B OXF U THEN 4%0

~Wait for
Return 4 if

‘RTN’ or
TBRACK Y

CRACK
ey

keys .

=Function to compute factorial

“Function to define
precision

~Enter the frequencies

output

=Warify that A is the smallest

Fregueancy

~Galculate
Store

the probabilities.
exact prob . odn ACO)

=Display the probabilities



PROGRAM LISTING

460
4710
480

450
HO0
540
G
L3
540

550

560

570

X={)

Xa=Xt4 @ TF XOA THEN %40

DIGF "Prok . (") =" FNI(PCXY) & U
=N

ITF U THEN X=X-(X34) & GOTO 480

GOTO 470

!

I Review routine

!

DIGF CHR4 (2100 "un aqgain, ";CHR$(24
4); "iew again, or ";CHRECL?7) i "nd M

’

INPUT K& @ Ke=UPRCH(KSA" ™)

ON POSCURVE" KST4,410+4 GOTO S40,28
0,450,570

ETOP

~Reyview module
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PROGRAM DESCRIPTION

2-FACTOR ANALYSIS OF VARIANCE

A two way analysis of variance allows the user to test the null hypothesis
against columns, (condition a), rows (condition b), and the interaction

of rows and columns, (a*b). This program can be generalized to any sized
pxq 2-factor experiment, depending upon memory size. Unequal cell sizes are
handled by considering each cell as though it contained the same number of
subjects as all the other cells, with an adjustment based upon the harmonic
mean. If the cell sizes are equal, the harmonic mean will have no effect.

RESTRICTIONS: If the cell sizes are relevant to the experimental manipulation,

then other methods should be used. Severe variations in cell
size (greater than 2:1) should be avoided. A negative Sum Square
for the interaction term is cause for the immediate use of other

methods.
p = number of rows
q = number of columns
Cell means Total
X11 X12 iostia qu a,
5 2

21 X22 R, qu a2

Xidia« A

31 K39 +ee- X3q ag
b IR (IR |
p1 Xp2 pg | %
Total Bl 82 A Bq G

Intermediate formulas:

(1) = Gz/pq
(2) = (:2%)/q
(3) = (ZB?)/p
(4) = (ZYU.)2
Harmonic mean Eﬁ = pq

Zz(l/nij)




PROGRAM DESCRIPTION

2-FACTOR ANALYSIS OF VARIANCE (continued)

S5, - Zzéxgij <§r%_1]_3_> 2) df, = 2in; - pq Ms = S, /df
ss, = 8, [(2)-(1)]  df, = p-1 Ms, = SS,/df, Fo= MS_/MS,
ss, = i, [(3)-(1)]  dfy = -1 Ms, = SS,/df, Fy = MS,/MS,
S35 = Tyl (4)-(2)-(3)+(1)] df = (4-1)(p-1)

MS,p = SS,,/df Fap = MS,p/MS,,
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SAMPLE PROBLEM

An experimenter wishes to study the effects of standard vs.

reverse.polish calculation under 3 conditions of instruction
by scoring the number of errors per 100 calculations.

Conditions (B)

1 2 3
Calculators (A) RPN ke S Za2%] < 1 e
STANDARD 9,6,7 8,6,6 9,5
(artificial data)
1JSOLUTION

STEP INSTRUCTIONS DISPLAY INPUT
Run "AOV2F" 2-Factor Analysis of Variance

1 Enter the row dimensions How many rows (p)? 2 [RTN]

2 Enter the column dimensions How many columns (q)? 3 [RTN]

3 Display the means Print the means (Y/N)? Y [RTN]
C to correct, E to end cell

6 Enter column (1,1) Row 1 Clm. 1 Item 1? 3 [RTN]
Row 1 Cim. 1 Item 2? 3 [RTN]
Row 1 Clm. 1 Item 3? 2 [RTN]

6b End column (1,1) Row 1 Clm. 1 Item 4? E [RTN]

7 Read mean and SD (n-1) [1,1] Mean = 2.66667 N = 3 [RTN]

7 Use [BACK] to review mean [1,1] Std. = .4714 [RTN]

6 Enter column (1,2) Row 1 Clm. 2 Item 17 2 [RTN]
Row 1 Clm. 2 Item 2? 2 [RTN]
Row 1 Clm. 2 Item 37 1 [RTN]

6b End column (1,2) Row 1 Clm. 2 Item 47? E [RTN]

7 [1,2] Mean = 1.66667 N = 3 [RTN]
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|ISOLUTIONL

STEP INSTRUCTIONS DISPLAY INPUT

[1,2] Std. = .4714 [RTN]

6 | Enter column (1,3) Row 1 Clm. 3 Item 1? 3 [RTN]
Row 1 Clm. 3 Item 2? 1 [RTN]
Row 1 Clm. 3 Item 37 2 [RTN]

6b | End column (1,3) Row 1 Clm. 3 Item 4? E [RTN]

7 [1,3] Mean = 2 N =3 [RTN]
[1,3] Std. = .8165 [RTN]

6 | Enter column (2,1) Row 2 Clm. 1 Item 17? 9 [RTN]
Row 2 Clm. 1 Item 27 6 [RTN]
Row 2 Clm. 1 Item 37 7 [RTN]

6b| End column (2,1) Row 2 Clm. 1 Item 4? E [RTN]

7 [2,1] Mean = 7.3333 N =3 [RTN]
[2,1] Std. = 1.24722 [RTN]

6 | Enter column (2,2) Row 2 Clm. 2 Item 17 8 [RTN]
Row 2 Clm. 2 Item 27 6 [RTN]
Row 2 Clm. 2 Item 37 6 [RTN]

6b| End column (2,2) Row 2 Clm. 2 Item 4? E [RTN]

7 [2,2] Mean = 6.66667 N = 3 [RTN]
[2,2] Std. = .94281 [RTN]

6 | Enter column (2,3) Row 2 Clm. 3 Item 1? 9 [RTN]

**E pror** Row 2 Clm. 3 Item 22 95 [RTN]
6a| Call error correction Row 2 Clm. 3 Item 3? C [RTN]
This will be displayed: 2,3,2 deleted = 95
6 | Enter correct value Row 2 Clm. 3 Item 2? 5 [RTN]
6b| End column (2,3) Row 2 Clm. 3 [Item 37 E [RTN]




ISOLUTION L

STEP INSTRUCTIONS DISPLAY INPUT
7 [2,3] Mean = 7 N =2 [RTN]
[2,3] Std. = 2 [RTN]

9 | Read output using [RTN] key A SS =99.28205 df =1 [RTN]

to see next result. A MS = 99.28205 F = 58.50549 |[[RTN]
B SS =1.94872 df =2 [RTN]
B MS = .97436 F = .57418 [RTN]
AB SS = .10256 df =2 [RTN]
AB MS = .05128 F = .03022 [RTN]
Within SS = 18.66667 df = 11 [RTN]
Within MS = 1.69697 [RTN]

10 | End program Run again, View again, or End? |E [RTN]




USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
Run "AOV2F" 2-Factor Analysis of Variance
1 | Enter row dimensions How many rows (p)? p [RTN]
2 | Enter column dimensions How many columns (q)? q [RTN]
3 | Display cell means? Print the means (Y/N)? Y or N [RTN]
C to correct, E to end cell
4 | Enter cell value Row i Clm. j Item c? Xijc [RTN]
5a | If error, call correction Row i Clm. j Item c? C [RTN]
This will be displayed: i,j,c deleted = Xijc
If not done, goto 4 else
5b| If cell is finished Row i Clm. j Item c? E [RTN]
6 | If you answered Y to #3: [i,j] Mean = N= [RTN]
[i,3] Std. = [RTN]/[BACK]
7 | Goto 6 until all rows and
columns are done.
8 | Read output. Use [RTN] key A SS = df = [RTN]
to see next result, [BACK] A MS = F = [RTN]/[BACK]
key to see previous result. B SS = df = [RTN]/[BACK
B MS = F = [RTN]/[BACK]
AB SS = df = [RTN] /[ BACK]
AB MS = F = [RTN]/[BACK]
Within SS = df = [RTN]/[BACK]
Within MS = [RTN]/[BACK]
9 | Review routine Run again, View again, or End?
R = rerun the program - step 2 R [RTN]
V = review results - step 8 V [RTN]
E = End the program E [RTN
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VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
P Number of rows (p) Q Number of columns (q)
A( ) Sum of cell means (row) X( ) Temporary cell storage
B( ) Sum of cell means (clm) NO Temporary n per cell
X$,A$ General input strings N1 Grand total n
X1 Temporary Ix per cell X2 Temporary rx2 per cell
Gl Grand sum of cell means N Temporary SD(x) of cell
A2 Sum of A-squared B2 Sum of B-squared
H1 Harmonic mean M Temporary mean of cell
El Computation formula #1 E3 Computation formula #3
E4 Computation formula #4 E5 Computation formula #5
S1 Sum-Squared of A (SSa) M1 Mean-Squared of A (MSa)
S2 Sum-Squared of B (SSb) M2 Mean-Squared of B (MSb)
S3 Sum-Squared of AB (SSab) M3 Mean-Squared of AB (MSab)
S4 Sum-Squared within cell M4 Mean-Squared within cell
D1 Df. of A (p-1) D2 Df. of B (g-1)
D3 Df. of AB (g-1) D4 Df. within (G-P*Q)
F1 F-ratio of A F3 F-ratio within
E2 F-ratio of B P1 Flag 1=display cell means

NOTES AND REFERENCES

Notes: This program is limited to 20 rows, 20 columns, and 50 items per
cell. To change this, change the dimensions in line 80.

References:

Winer, B.J., STATISTICAL PRINCIPLES IN EXPERIMENTAL DESIGN, 2nd ED.,

(McGraw-Hi11, New York, 1971), p. 446-447.




PROGRAM LISTING

10
20
30
40

50
&H0
70

€
70
100
10
120

130
140
150
160

1710

e

190

200
240
papeatl
230

240

pEasal

EA
270
At
290
200
A40
Hal
WAl
E40

FANOVAEF - Z-factor

' Analyeis of variance

P fequal or unequal cell size)
P Unweighted (NON least-squares) me
thod

IOREV 44704782

I

DIGP "2-Factor Analysie of Varianc
@' B WATT 4

DIM AC200 ,BC200 , X150, X50) ,A%$1201]

Precision

DEF FRICX) = INT(XXL04%+ .%)/40"%

!

P Correction
i

DEF FNE

TFONOCL THEN BEEP &880 & DISF "Must
Have data to delete” & GOTO 200
DIGE T3, "5 05", " N0 "Deleted =", X (N
) @ WAlT 4

L= - XA ) @ X -0 NG 28 @ NO=NG
=4 B Ni=ii -4

FME=( @& EMND DEF

I

b Delay

]

DEF  FND

K=l EYS & IF XSOOUMRSOLE)Y AND X$<{00
HRECEY THER 2%0

FD=Xs=CHRS(R) @ END DEF

I

P Indtialize

]

INFUT "How many vows (pr 2"

INFUT "How many columns (o) 7% 0
IRPUT "Print the means (YN 7", X%
B e OB UPRCSE R 'Y

FOR X=4 TO P & a0O0=0 & NEXT X

FOR Y=4 TO G & ROY)I=0 @ MNEXT Y

DIGE CHREA9%) 5" 1o corvect, ";CHRYS
CLe70:" to end cell. " & WALT 1

!

P Eevor trapping

I

OMN ERNOR BEEF 880 & DISP "Please en
ter LET,LCTH,or numeric” & WATT § @&
GOTH 440

!

~Function toe define output
precision

=Ereor correction routine to
delate data from counters

=Waitt For TRTMY or "BACKS keys.

Returns 1 0f "BACKYT kaey

=HGtarting prompts

~tnitialize counters

~Error message for data entry
routines
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PROGRAM LISTING

420
430
440
450
4460
470
460

490

500

510
520
530
540

550

56
570

560

550
600

&

620
630
H4 0

650

&0
67
&G0
6HG 0
T
740
At
7E
744
V=1t
FEAt

ey
LW

7H0
750
800

Gil

Polnpuet routine

|

FOR I=4 T0 F @& FOR J=4 TO

NO=0 & Xi=0 @ X2=0

DISF "Row";I;"Clm.";J;"Ttem" ;NO+1;

A= @ TNPUT X9

IF FOSCUPRCS(X$),"C") THEN U=FNE ®

GOTO 460

IF POSCUPRCECXE) , "E") THEN S%0

X=UALOXS) 8 Xi=X44X @ X2=X2+X2 @ N

O=NO+4 & X(NO)Y=X @ Ni=Ni+i

GOTO 460

)

' End

1

IF NOC2 THEN BEEP 880 & DISP "Must

have 24 datum per cell.” B WALT 4 @
GOTO 440

M=X L /M0 8 S4=844XE- X4 2/M0

Hi=Hiti /N0 @ AT =0000+M & BOJ)=RT

)M

ESmESa Ml @

AE/NOD /0D

IF Pas=0 THEN REEP 440 & GOTO 620

DIGE "I L7, "0 Mearn =" FRIM)

Ui W0 B UsFND @ T U THEN 400

DTGP "I 1", "0 Gt =" FNT (S0

G U=FND 8 TF U THEMN 600

MEXT T B MEXT X

Hi =P Re /M

FOR 1=4 TO P @ A2=A2+AL1)*2 @&

I

FOR =4 T0 6 @ BEZ=B2eROIYAZ2 B MEXT

J

cell

Gi=Gi+M @ S0=50RCCE-X4

NEXT

!
P Gub~equationg
|

Ed=GL 22/ (PXED
EB=d /0 & EgmpE /P

!

P Compute 585,M5,df,F

@ Gi=HRER-EL) @
B @=L
CE- L2 (P-4
SR VSN

DA=NL - KO & M4=54/D4
Fa=mMi/M4 & Fi=mz2/mM4

!

Mi=&1 /D4
@ MR2=8H2/02
@ SE=HNES-E R4

B FA=M3/M4
P Display the results
|

DISPE "o

FHD @ TF

=" FNICEL) ; "de="501 & U=
U THEN 820

-Data entry

~Call error correction if ¢/
s @nteredc

~Gotoe end of
entered

=Increment
Total N

cell if ‘E7 ds

cell counters and

=Cell maan
=Harmonic
tTotal
=l

mearn counter, grand

standard deviation (n)

=Display mean if PL ds

st

=GCompute sum of A-squared,
of Besguared

HUM

~Lomputation

=Display results



PROGRAM LISTING

G320

8410

850

860

&870

gea

80

Y00

5410
Gt

A0

DIGF M"A  MB=" FNI(ML);"F="FNI{F1)

@ U=FND & TF U THEN 820
DIGF "R SG=";FNILSE) ;"
U=FND & TF U THEN 830

DIGH "I ME=";FNI(M2) ;"

df=" ;D2 @

Fa SENTCFE

)y @ U=FND @ TF U THEN 840

DIGP "Ak G&="FNICSE) ;"
U=FND @ TF U THEN 850
DIGP "AR MB=";FNI(M3);"

cf="D3 @

F LU H FN ] ( F :;

) @ U=FND @ IF U THEN 860
DISF "Within §&=";FNI(S4);"df=";D4

@ U=FND @ L& U THEN 870

DISPE "Within MS=";FNI(M4) @ U=FND @

I U THEN 880

DISP CHRSCZL0);"un again, ";CHRE(E2L
4);"iew again, o ";CHRECE?7);"nd";

INPUT A% @ A%=UPRCYH (ABE"

ON FOSCPRVE", %14, 41)+4
0,820,930
GTOP

")
GOTO 900,30

~Review module
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PROGRAM DESCRIPTION

BARTLETT'S CHI-SQUARE STATISTIC

Bartlett's Chi-square has a distribution (approximately) with k-1 degrees of
freedom which can be used to test the null hypothesis that the variances
are all estimates of the same population variance.

F max tests the hypothesis that the largest and the smallest variance come
from the same population of variances.

Formula: (Note: x = CHI)
K
x> =f1n(s%) -z fi Tn(s;?)
i=1

1*(3(11<-1)> [(Zfi) “11:“}

Where: 512 = Sample variance of the it! sample
F, = Degrees of freedom (ni-l) of the itP sample
K
R T
2 _ i=1
2 f
K
i=1



SAMPLE PROBLEM

Determine whether the variances of the groups shown below differ sig-
nificantly across the groups. The obtained chi-square of 1.04 shows
that the differences are not significant.

Group N (not used) Variance (o) Degrees of freedom (df)
1 21 12.20 20
2 13 13.50 12
3 15 7.86 14
4 10 10.89 9

Df is based upon N-1
Data comes from Edwards, EXPERIMENTAL DESIGN IN PSYCHOLOGICAL RESEARCH.

1SOLUTION [
STEP INSTRUCTIONS DISPLAY INPUT
Run "BARTLETT" Bartlett's Chi-square Statistic
E,E to end, C,C to correct
12.2, 20
1 | Enter sample 1 Sample 1 enter var., df? [RTN]
13.5, 12
Enter sample 2 Sample 2 enter var., df? [RTN]
**Eppror** Sample 3 enter var., df? 12,3 [RTN]
2 | Call error correction Sample 4 enter var., df? C C [RTN]
This will be displayed: Sample 3 deleted = 12,3
7.86, 14
1 | Enter correct values Sample 3 enter var., df? [RTN]
10.89, 9
Enter sample 4 Sample 4 enter var., df? [RTN]
3 | End data input Sample 5 enter var., df? E,E [RTN]
4 | Real results. Use [RTN] to Chi-square = 1.04955 [RTN]
see next item. Fmax = 1.71756 [RTN]
df = 3 [RTN]
5 | End program Run again, View again, or End? |E [RTN]
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USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
1 |[Run "BARTLETT" Bartlett's Chi-square Statistic
E,E to end, C,C to correct
2 |Enter value of sample Sample i enter var, df? o,df. [RTN]
3 | If an error was made: Sample i enter var, df? C,C [RTN]
this will be displayed Sample i deleted = Si,DFi
Goto 2 until all samples have
been entered
4 |To end data input: Sample i enter var, df? E,E [RTN]
5 | Read display. Use [RTN] to Chi-square = [RTN]
see next item, [BACK] to F max = [RTN]/[BACK]
see previous item df = [RTN]/[BACK]
6 | Review routine Run again, View again, or End?
R = rerun the program - step 2 R [RTN]
V = review results - step 5 V [RTN]
E = end the program E [RTN]




VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
s2( ) Variance storage F() Storage of df.
Variance input, )
A$ general use B$ Df. input
Delay flag, =1 if
K Total number of sample U [BACK] used
S4 Sum of inverse df M1 Minimum variance
Al Maximum variance MO F max
Total df. (degrees
Co Chi-square value D of freedom)

NOTES AND REFERENCES

Notes: 1.

This program is presently limited to a maximum of 50 samples.

To change this limit, change the dimension statement in Tine 70.

Because a different method was used, the solution to the

sample problem is slightly different from the solution in
Edwards EXPERIMENTAL DESIGN IN PSYCHOLOGICAL RESEARCH, p. 198.

References: 1. Hald, A., STATISTICAL THEORY WITH ENGINEERING APPLICATIONS,
(John Wiley and Sons, 1960).

2. Edwards, A., EXPERIMENTAL DESIGN IN PSYCHOLOGICAL RESEARCH,
(Rinehart & Co., 1950), p. 198.

3. Hewlett-Packard, HP-41C Users' Library solutions TEST
STATISTICS, Procedure from Bartlett's Chi-square Statistic,

p. 46.
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PROGRAM LISTING

10
”U

.y
Lo

410
(0
&
70
&0
90
100
110
120
LA0

140

260
270
=0
" ()U
300
40
a0
A0
A4
350

&

VA

P BARTLETT - Bartlett’s Chi-
' square statistic (test for
P homogeneity of variance)

|

| REV 44/01/8%

DIBF "Hartlett’s Chi-square Statist

" @ WALT 4

DIM 250 yFAB00,6%0400 ,B41407

!

P Correction routine

!

DEF FNE

IF K<E THEN BEEP 440 @ DISF "Must h

ave data to delete" 8 GOTO 150

DIQP "Sample";K; "deleted =0 B2 (KY; "
5 F KD

%”“>h "BR2CKIKFIK) @ FaFeF(K) & §3=5%

“FARIRLOGLOCS2 () ) B 54=84-4/F (K) @

J s

FNE=0 & FEND DEF

!

' Delav routine

!

DEF FND

Ke=KEY% & IF K$COHRH(E) AND K$< >CH

RECEEY THEN 200

FND=K$=CHR$(8) @ END DEF

DEF FNIOX) = INTOXRL02S+ .59 /40%%

BELEE, B4, F ,K=0 & Afs=-TNF @ Mi=INF

DIGF ", E to end, C,0C to correct” @
WALT 4

ON ERROR HEEF 220 @ DISP "Enter [E)
ERTNI,LCIIRTNY or S2.F" @ WALIT 4 @

GOTO 260

DISP "SGample;K+4i; "enter vy e
INPUT &%, B4

IF FOSCUPRCSCASTIL, L0, "E") THEN 360

IF FOSCUPRCHCASLL,40),"C") THEN U=F
NE 8 GOTO 260
BRCK+HL)=VaAL (A%) € F (K+4) =VaL (R

BE=GRAVAL ARSI NLO0GL0 (VAL CAL)Y Y @ Ba=g
Aot _1./()(.1,__ (gD

FaFaUal (BE) 8 S2=6240aL (A% RVAL (R
@ K=K+4 & GOTO 2%0

!

P End of data

BE=GE/F @ CO=CFRLOGL0 (SR - GEIRE . B0
G/ CLHE L CERE -1 Y644 /F))

FOR T=1 TO K & IF S2¢I)y01 THEN =
ICAED

=Correct user’g output

~Delete incorrect value from
the counters

-Wait for ‘RTN’ or ‘RACK’ kerya
Return 1 if ‘BACK’ key

~Function to define the output
precision
~Initialize counterg

~Error trap

~Goto end-of-data if ‘F° i
enteread

~Gall error corvection i+ ‘07
LEoentered

~Increment counters and enter
next sample

~End of data- compute
chi-square valus

=hetermine masimuom/minimum
VAR LANG®



PROGRAM LISTING!

YN
A0
400
440
40
450
440
4% (1
460

470

IF 820D me THEN Mi=8201)
NEXT T
MO=a45/ME @ D=K-4

PRINT "Chi-gquare ="3FNI(CO) @ U=FN
D@ IF U THEMN 440

PRINT "Fmax =" FNIOMO) & UsFND @ IF
U THEM 440

PRINT "df="3D & U=FND & IF U THEMN 4
gt

DIGF CHR$ 2400 ;" un again, ";CHRE(ZL
4y "iew again, or ";CHRECE97); "nd "

?

INPUT "7"; A% @ A$=UPRCH (ASE" ™)

OH POSCTRVE® ,A%T4, 110+ GOTO 440,23
0,410,470

STOP

=Compute F max, total degrees
of Freadom
=Diaplay the results

“Review module
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PROGRAM DESCRIPTION

DIFFERENCES AMONG PROPORTIONS

This program tests proportions in independent sets of data to determine if
each could have been randomly drawn from the same population of proportions.
A chi-square statistic with k-1 degrees of freedom is computed. Theta is

a measure of association between the independent (groups) and dependent
(proportions) variables.

Equations:
2
X2 - g (Cl,l_nie)
=1 7y.8(1-9)
Where:

K = number of samples



SAMPLE PROBLEM

Suppose that a simple test of mechanical ability is gi
of school children under the conditions found below.

ven to 4 groups
Determine whether

there is a difference among the effectiveness of the 4 experimental con-
ditions by testing the null hypothesis, which is that the proportion of
successes in the 4 groups should not be significantly different.

Cy Co
Condition Failure Success
Extensive training before Tunch 8 42
Extensive training after lunch 12 18
Minimal training before Tunch 50 170
Minimal training after lunch 9 90
1SOLUTIONL
STEP INSTRUCTIONS DISPLAY INPUT
1 | Run "DIFF" Differences Among Proportions
E,E to end input, C,C to correct
2 Enter case 1 fail, success Sample 1 enter C1,C2? 8,42 [RTN]
Enter case 2 Sample 2 enter C1,C27? 12,18 [RTN]
Enter case 3 Sample 3 enter C1,C27 50,170 [RTN]
**Epror** Sample 4 enter C1,C27 19,19 [RTN]
Call correction routine Sample 5 enter C1,C2? C,C [RTN]
This will be displayed: Sample 4 deleted = 19,19
Sample 4 enter C1,C27? 9,90 [RTN]
3 | End data input Sample 5 enter C1,C27 E,E [RTN]
4 | Real display, use [RTN] to Chi-square = 16,50082 [RTN]
see next output. df = 3 [RTN]
Theta = .19799 [RTN]
5 | End program Run again, View again, or End? E [RTN]
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USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
1.4 Run " DIEF" Differences Among Proportions
E,E to end input, C,C to correct
2 | Enter indicated case: Sample i enter C1,C2? Cli,C2i[RTN]
If you made an error: Sample i enter C1,C2? C,C [RTN]
This will be displayed: Sample i deleted = C1i,C2i
Goto 2 until all data has
been entered.
3 | End data input Sample i enter C1,C2? E,E [RTN]
4 | Read output. User [RTN] to Chi-square = X2 [RTN]
see next output, [BACK] to df = df [RTN]/[BACK]
see previous output. Theta = § [RTN] /[ BACK]
5 | Review routine Run again, View again, or End?
R = rerun the program step 2 R [RTN]
V = review results - step 4 V [RTN]
E = end program E [RTN]




VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
Cc1( ) Storage of condition 1 c2( ) Storage of condition 2
A$ General use, input C1( ) B$ Input C2( ) (Condition 2)
X1 Sum of condition 1 N1 Sum of N(i)
N Total N T Theta
D Degrees of freedom C2 Chi-square value
NO Temporary N(i)

NOTES AND REFERENCES

Notes: 1. A maximum of 300 samples may be entered. To change this Timit,
change the dimension statement in Tine 70.

References: 1. J. Freund, MATHEMATICAL STATISTICS, (Prentice-Hall, 1971).

2. Allen L. Edwards, EXPERIMENTAL DESIGN IN PSYCHOLOGICAL RESEARCH
(Rinehart & Co., 1950), p. 74.

This program was derived from the HP-41 Users' Library Solutions Book, "Test
Statistics", program DIFFERENCES AMONG PROPORTIONS, p. 9.
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PROGRAM LISTINGI

40
20
30
4()
60
il
a0
50

100
40

' DYFF- Differences

Poamong proportions

VREV 44/04/782

!

DELAY .9

DIGF "Differences among proportions

DIM CL300),C2C300) ,A%L501,RHEL%50)
|

I Correction

]

DEF FNE

IF NGL THEN BEEP 220 @ DISF "Must b

ave data to delete” @ WALT 4 8 GOTO
%0

DISE "Sample";N;"deletad =" 0AINY ;"
UGCEONY @ WAIT 4

AL=X4-CLONDY @ NE=Ni-CL(N~CriN) & N

FNE=(0 & END DEF
!

P Delay vroutine
!

DEF FND

AB=KEYS & IF ASCOICHRS(8) AND A%< SCH
RECLZEY THEW 200

FND=AS=CHR$(8) @ END DEF

DEF FNICK) = INTXXL04%+ . 5)/40%%

i
Polnput routine

]

XL, NG, N=(

DIGF CHRECE97) ;" to end dinput, ";CH
RECLEFS2 ;" to correct" @ WATT 4

ON ERROR REEP 220 @ DISF ‘Enter ["E
"I,IMC" 0 LCA,C217 @ WAIT 4.% @ ¢
070 290

DIGP "Sample";N+i;" enter (4,08 "y
@ INPLT A%, B

IF UPRCS (A ="E" THEN 340

TFOUPRCH (A% ="C" THEN Us=FNE & GOTO
Pl

CLON+EL D =UALIA%) & CRNeL ) =VUaL (KDY @
P

XA=XeDi 0N & NI=NIL+CLON+CHrNDY & G
aro 29n

IF ONCE THEM BEEF 2820 € DISF "Please
enter Mmora than L sample" & WATLT 4
& GOTO 290

“Rgu

w5,

gt

l‘.‘.' un
pre

SR A
L1

=yl
“n et
-Cal

1

=ing

Con

vl

tine to correct error
decrement co

t fFor ‘BT

urn & for

ction to
Colsdon

unters

Moo TRACK

TRACK

defineg

G

ey

utpuyt

and

key .

o Ttrape returng warning 4F
is enteread

egal data

data ent
@ el

I coerrect
@nctered

iy

Lon routine i

rEMent counters,
Loes, and cont,

dition va

routirie

verify

SLore

that

L

N>L
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PROGRAM LISTING

360
370
360
90
400

440
450
430
441
450
480
470
460

490

500

510
Sal
530

%40

S

TRt

5700

P Computation
!

T=XA4 /NK

DN,

Ca2=0

FOR T=% TO N

NO=CL Ly +C2 T
DAmCGERCCE CL) = NOKT) A2/ (NOXTH -T2
NEXT T
!

I Print
!

FRINT "Chi-square =";FNL{CZ)
D@ IF U THEN 480

PRINT "af=";D & U=FND & TF
80
FRIN
L THEWN
!

I Review routine

I

DLSEF CHRE 2400 "un again, ";CHRS (24
433 "iew again, or ";CHRECLY?) "nd "

out
@ U=FN
U THEN 4

"Theta=" ;FNLIT)
440

@ U=FND @ ITF

?

INFUT &% @ AS=UPRCEIARE" ")

ON POSC RVE",ASLL, 8 10+4 GOBUR %40,2
GO, 480,570

HTOP

~Compute Theta

=L.oop
value

to compute chi-square

data

=~Routine to display

=Review module
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PROGRAM DESCRIPTION

—L

DATA TRANSFORMATIONS

This program will either transform or standardize data sets. The square-root
transformation is appropriate in analysis of variance when cell variances
tend to be functions of the cell means. The Tog transformation is useful
when normalizing distributions with positive skew.

The standard score (z score) manipulation converts distributions into
standard score form, with a mean of zero and unit standard deviation.
The T transformation changes data into a distribution with a mean and
standard deviation defined by the user.

Formula:
RTINS
mean = X = h
2 2
Standard deviation o, =J (—2%—> i < Zﬁ >

Log transformation = logeX

Square root transformation =4 X

>

D,

Standard score s = =

"

T transform t = s(o ) - X
C C

Where: o, is the constant standard deviation.

X. s the constant mean.



SAMPLE PROBLEM

The following data represents the time (in minutes) that it
took 8 new HP-75 owners to build a short, working BASIC pro-
gram on their new computers. Convert these scores to:

1) standard scores, and
2) t-scores with a mean of 75 and a standard deviation of 12.

Owner
i1 2 3 4 5 6 71 8
Time (minutes) 27 15 26 17 12 9 8 27
(Artificial data)
ISOLUTION [
STEP INSTRUCTIONS DISPLAY INPUT
Run "TRANS" Transformations
E to end input, C to correct
1 |Enter datum 1 Item 1  Score? 27 [RTN]
Enter datum 2 Item 2 Score? 15 [RTN]
Enter datum 3 Item 3  Score? 26 [RTN]
**ERROR** Item 4 Score? 177 [RTN]
2 |Call error correction Item 5 Score? C [RTN]
This will be displayed Item 4 deleted = 177
1 | Enter correct value Item 4 Score? 17 [RTN]
Enter datum 5 Item 5 Score? 12 [RTN]
Enter datum 6 Item 6 Score? 9 [RTN]
Enter datum 7 Item 7 Score? 8 [RTN]
Enter datum 8 Item 8 Score? 27 [RTN]
3 | End data input Item 9 Score? E [RTN]
4 | Read value of mean and SD. Mean = 17.625 Std. = 7.51561 [RTN]
5 Enter type of transformation:
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ISOLUTION

STEP INSTRUCTIONS DISPLAY INPUT

Enter transformation type Log, STandard, SQr, or T? ST [RTN]
5b Std. score transformation [RTN]

6 | Read transofrmations. Use Item 1 Raw = 27 Trn = 1.2474 [RTN]
[RTN] key to read the next Item 2 Raw = 15 Trn = -.34927 [RTN]
transformation. Item 3 Raw = 26 Trn = 1.11435 [RTN]

Item 4 Raw = 17 Trn = -.08316 [RTN]
Item 5 Raw = 12 Trn = -.74844 [RTN]
Item 6 Raw = 9 Trn = -1.14761 |[RTN]
Item 7 Raw = 8 Trn = -1.28067 |[RTN]
Item 8 Raw = 27 Trn = 1.2474 [RTN]

7 | Options: Select 'view' Run again, View again, or End? [V [RTN]

4 | Read the mean again Mean = 17.625 Std. = 7.51561 [RTN]

5 Enter type of transformation:

Enter transformation t Log, STandard, SQr, or T? T [RTN]
5a| Enter constant u,o Enter p,o? 75,12 [RTN]
5b T score transformation [RTN]

6 | Read the transformations Item 1 Raw = 27 Trn = 89.96885 | [RTN]

Item 2 Raw = 15 Trn = 70.80872 | [RTN]
Item 3 Raw = 26 Trn = 88.37217 | [RTN]
Item 4 Raw = 17 Trn = 74.00208 | [RTN]
Item 5 Raw = 12 Trn = 66.01869 | [RTN]
Item 6 Raw = 9 Trn = 61.22866 | [RTN]
Item 7 Raw = 8 Trn = 59,63198 | [RTN]
Item 8 Raw = 27 Trn = 89.96885 | [RTN]
7 | End program Run again, View again, or End? | E [RTN]




USER INSTRUCTIONS

STEP INSTRUCTIONS DISPLAY INPUT
Run "TRANS" Transformations
E to end, C to correct
1 Enter value of item #i Item i Score? Ai [RTN]
2 If you made an error: Item i Score? C [RTN]
This will be displayed Item i Deleted = A
Goto 1 until all data is in
3 End data input Item i Score? E [RTN]
4 | Read mean and std. deviation | Mean = Std. = [RTN]
5 Enter transformation type: Enter type of transformation:
Log, STandard, SQr, or T?
L = Log (base e) transformatio L [RTN] or
ST = Standard score transformation ST [RTN] or
SQ = Square root transformation SQ [RTN] or
T = t-transformation T [RTN]
ba | If t was chosen: Enter u,o0? u,0 [RTN]
5b | Transformation type is displayed transformation [RTN]
6 Read transformations Item i Raw = Ry Trn = Tj [RTN]/[BACK]
7 Review routine Run again, View again, or End?
R = rerun the program- step 1 R [RTN]
V = review the answers and V [RTN]
select new transformation
type - step 4
E = exit the program E [RTN]
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VARIABLE NAMES

NAME DESCRIPTION NAME DESCRIPTION
A( ) Data storage A$ General use input string
T Type of transformation N Total N of data
Sum of all 2
S1 Sum of all data 2X; S2 data-squared Z(X%)
K$ Delay function string M Mean of data
S Standard deviation (N) D Value of displayed trans.
MO Constant p for T SO Constant o
U Delay, = 1 if [BACK] used X Increment for output

NOTES AND REFERENCES

Note: 1. The program is limited to a maximum of 500 items. To change
this alter the dimension statement in 1ine 80.

References: 1. B.J. Winer, STATISTICAL PRINCIPLES in Experimental Design
(2nd ED), (McGraw-Hi1l, New York, 1971).

2. G.A. Ferguson, STATISTICAL ANALYSIS in Psychology and
Education (2nd ED), (McGraw-Hill, New York, 1966), p. 109.
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PROGRAM LISTING
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TEST STATISTICS
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