
) 

) 

) 

HEWLETT-PACKARD 

HP-75 
USERS' LIBRARY SOLUTIONS 

T est Statistics 

* :t: * H P - 75 * ... 



NOTICE 

The program material contained herein is supplied without 
representation or warranty of any kind. Hewlett-Packard 
Company therefore assumes no responsibility and shall 
have no liability, consequential or otherwise, of any kind 
arising from the use of this program material or any part 
thereof. 

) 

) 

) 



) 

) 

FIt;;' HEWLETT 
':1:. PACKARD 

Hp·75 SOLUTIONS BOOK/MEDIA ORDER FORM 

All Hp·75 Solutions Books are available recorded from the Users' Library* or from any Hewlett-Packard Full 
Service Dealer. The individual Solutions Books are $12.50 each; recorded mini-data cassettes are $12.00 for 
each Solutions Book reauested. 

Telephone the Users' Library directly (503-757-2000, ext. 3371) with your Solutions Book request, your order 
will ship that SAME DAY; or, call our TOLL FREE number (800-547-3400, Continental U.S. only), and orders 
ship within 48 hours. Mait requests also ship within 48 hours of receipt. 

Solutions Book 
Part Number 

00075-90 

00075-90 

00075-90 

HP-75 Users' Library Solutions Books 

00075-90061 
00075-90062 
00075-90063 
00075-90065 
00075-90066 
00075-90067 
00075-90070 
00075-90071 
00075-90076 

Title 

Math I 
Math II 
Math III 
Games 
Electronics 
Statistics 
Real Estate 
Finance 
Test Statistics 

Book 
Only 

Mini-Data 
Cassettes 

Please add Handling Charge on orders including Solutions Books 

State and Local Taxes 

TOTAL 

All payments must be in U.S. dollars and drawn on a U.S. bank. 
Send orders (with payment) directly to: HEWLETI-PACKARD USERS' LIBRARY 

1000 N.E. Circle Blvd. 
Corvallis, Oregon 97330 

"Recorded Solutions Book programs shipped to U.S. customers only . 

B2H8 

Price 

3.50 



.' 

, 

) 

" 

) 



) 

TABLE OF CONTENTS Used Merchandise 
1. 

\ a t"'-'ntQ~ ""'~ 
ONE SAMPLE TEST STAT ISTICS FOR 
THE MEAN .......... . . . by George and Richard Rankin 
This program calculates the z statistic for testing the mean if the 
variance is known. If the variance is unkown, then the t statistic 
; s calculated. 

2. KENDALL'S COEFFICIENT OF 
CONCORDANCE • I , , , , , I , , , by George and Richard Rankin 

This program calculates Kendall IS coefficient of concordance to test 
agreement between ranki ng s. 

1 

7 

3. CORRELATION COEFFICIENT TEST ... by George and Richard Rankin 14 
The t statistic can be used to test if the true correlation coefficient 
is zero. The z statisti c is also calculated. 

4. INTRACLASS CORRELATION COEFFICIENT by George and Ri chard Rankin 20 
This program calculates the intraclass correlation coefficient which 
measures the degree of association among individuals within classes or 
groups. Also calculates R-squared and Omega-squared. 

5. KRUSKAL-WALLIS STATISTIC ..... by George and Richard Rankin 31 
The Kruskal-Wallis statisti c can be used to test if independent random 
sampl es come from identical conti nuous populations. 

6. MANN-WHITNEY U-TEST , , , . . . by George and Richard Rankin 
Thi s program calculates the Mann-Whitney test statistic on two indepen­
dent samples of equal or unequal sizes. 

41 

7. FISHER'S EXACT PROBAB I LITY . . . . by George and Ri cha rd Ranki n 50 
Fisher's exact probability test is used for analyzing a 2 x 2 contin-
gency table when the two independent samples are small in size. 

8. 2-FACTOR ANALYSIS OF VARIANCE .. by George and Richard Rankin 56 
Rowand column effects in a data set that may have unequal cell sizes 
are tested ;n the analysis of the total variability of a set of data. 

9. BARTLETT'S CHI-SQUARE STAT ISTIC by George and Richard Rankin 66 
This chi-square statistic can be used to test the homogeneity of variances. 

10 . DIFFERENCES AMONG PROPORTIONS by George and Richard Rankin 72 

11. 

Calculates the ch i- square statistic to test if severa l independent bi­
nomia l distributi ons have equal means . 

DATA TRANSFORMATIONS . , , , , , , by George and Richard Rankin 
Thi s program provides log. standard score, square root , and t data 
transformntions. 

78 



) 

) 



) 1:::::1 ====:::!I~P~R~O~G~R~A~M~D~E~S~C~R~I~P=----=T~I~O~N~I=====::l 

) 

ONE SAMPLE TEST STATIST ICS FOR THE MEA N 

Suppose (x1.x2.x 3 •...• xn) ;s a sample from a normal populat i on with a known 

vari ance 0 2 and an unknown mean u. A test of the null hypothesis 

H :~ = ~ o 0 

;s based on the z statistic which has a standard normal distribution. 

If the variance 0
2 is unknown then the t statistic . which has the t di stribution 

with n- 1 degrees of freedom, ;s used instead. 

Equati cns: 

z = fr1 (X-~O) 

Where: X;s the sample mean and'S is the populati on estimate of the 

standard deviation. 
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STEP 

1 

2 

1 

1 

3 

4 

5 

6 

7 

ISAMPLE PROBLEM I 

Suppose that the mean intel l igence of the general population ;s 
100 with a standard deviation of 15 . Test the null hypothesis 
that the fol l owi ng sample of students ;s different from the 
population. 

Student 1 2 3 4 5 

Score 109 115 125 113 103 

I SOLUTION I 

INSTRUCTIONS DISPLAY INPUT 

Run "ONESAM" One Sample Test For The Mean 

E to end input. C to correct 

Enter data as prompted Enter datum 11 109 [RTN] 

Enter datum 21 115 [RTN] 

Enter datum 31 125 [RTN] 

**ERROR** Enter datum 41 1 [RTN] 

Call error correction Enter datum 51 C [RTN] 

Da tum 4 deleted = 1 

Enter correct value Enter datum 4? 113 [RTN] 

Continue Enter da tum 5? 103 [RTN] 

End data input Enter datum 61 E [RTN] 

Enter general mean Enter \.lo? 100 [RTN] 

Enter qenera 1 std (N-l) Enter o? 15 [RTN] 

Read output. Use [RTN] to see z = 1. 9379 [ RTN] 

next outout . Use [BACKl to T = 3.57Bl [RTN] 

see last output Mean = 113 I [RTN] 

St. dev. = 8. 124 I [RTN 1 

End pr oo r am Run, View, End, or Continue? E rRTNl 

) 
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IUSER INSTRUCTIONS I 

STEP INSTRUCTIONS DISPLAY INPUT 

Run IIONESAW One Sample Test For The Mean 

E to end input, C to correct 

00 steps 1-2 N times 

1 Enter value of indicated datum Enter datum k? Xk [RTN] 

2 If an error was made: Enter datum k? C [RTN] 

This will be displayed: Datum k deleted = Xk 

If not finis hed with input, 

go to 1 

3 Indicate t he end of input: Enter datum k? E [RTN[ 

} 4 Enter II naught: lla? ~o [RTN] 

5 Enter 0 : O? o [RTN] 

6 Read output - [RTN] to see z = [RTN] 

next output, [BACK to see T = rRTN1/rBACK1 

last result Mean = ' RTN]/[BACK 

St. dey = rRTNl/rBACK 

7 Review routine Ru n, View , End . or Continue? 

R = rerun t he program - step 1 R [RTN] 

V = review resu l ts - step 6 V [RTN] 

c = end t he program E [RTN] 

C = qoto step number 4 C rRTNl 

) 
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IVARIABLENAMESI 

NAME DESCRIPTION NAME DESCRIPTION 

A( ) Data storage K$ Genera l util ity string 

N Sample s ize 51 Sum X = LX 

52 Sum X-squared L(X 2 ) M Mean 

53 Sta ndard devi ation (n-l) Z Z-v alue 

T t-value U Delay fl ag , = I if [BACK] 

INOTES AND REFERENCESI 

Notes: 1. Both t and Z are com puted. The user i s reminded to use z only 
when the population standard dev i at ion ;s known. 

2. This program i s li mited to a maximum of 300 data points. To 
cha nge this limit. change the dimension statement ;n line 80. 

References: The formula for this program came from the HP-41C Users ' 
Library Solutions book TEST STATISTICS. 
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IPROGRAM LISTING I 

10 I ONESAM - One saMple 
20 I les t statistics ~or 
:.~O thf,~ Mean 
40 ! REV 11/01/82 
SO ! 
6() DELAY .5 
70 DISP "One SaMple Ta.t for the Mean" 
80 DIM A(300),KS[100] 
90 DE~ FNIIX) - INTIX*IOOOO+.S)/IOOOO 

tOo I 

110 1 De lay routine 
t;;~ 0 ! 
130 DEI" ,ND 

140 KI - KEYI @ IF KICICHRI(8) AND KIC ICH 
11$(13) THEN 140 

ISO FND-KI=CHRIIS) @ END DEF 
160 ! 
171J ! Error cOf-rection 
180 ! 
IS'O DEF ,NE 

200 IF Net TH~N DlSP "Mu st hav e data to 
delete" @ BEEP 440 g GOTO 230 

210 DI!3P "Dat\JM";Ni"dt~l~~ ted ="iA(N) 
220 S2=S2-A(N)~2 @ 51=Sl-ACN) @ N=N-i 
2~O FNE=O @ END OEF 
240 ! 
250 ! Ir\iti~lile 
260 I 

270 N,S1 1 S2= O 
~~B() DIs!"' CHR$(197)i" to end input} " ieH 

R$(1.9S)j" to c:on'(:~ct" (f! WAIT i 
290 I 

3 0 0 ! Input loop 
310 
320 DISP "Enter daTuM"iN~'lj e INPlJT KS 
330 IF UPRC$(KS) = "[" AND N)l THEN 410 

340 IF UPRC$(KS)="E" THEN BE~P 220 @ DI 
~3. ' "MtJ~5 t haVE' V,01"e than i d'.ltUM" I~ 
WAIT 1 @ GO 'rO 320 

350 11 UPRC$IK';)-"C" lHEN U~FNE @ GOTQ 
320 

360 ON ERROR BEEP 220 @ DISP 'Enter n UM 
(~7'iCI r"E"] ) or' C"e"]' @ WAIT 1 @ G 
OTO 320 

370 A(N+1)=VALCKS) @ N~ N+1 @ S1~S1+A(N) 
@ S2=S2+ACN)h2 @ COTO 320 

) 
3UO I 

:~S·O ! Enter' sigMa) MUO 
400 I 

410 ON Ekr..:OR BEEP 2;.::~O r! IHST-' "Please en 
Tel" nUMeri c d~ta " @ GOTO 420 

-Defin e precision of output 

- Wait for 'RTN' or' 'BACK' key . 
1~IHurn 1 if 'HACK' key 

"-IJelete incorrect input frOM 
th e cou nter' s 

-Goto end-o~-data routine upon 
entry of' 'E' 

-D isplay error if 'E' entered 
arid there is no dat~ 

-Cal l e rror correc tion routine 
i f 'C' is enil'!red 

""Et'~' or' tr'.lp 

-I ncreMent counters anlJ 
c:ont i nue a d ding data 

-EI,d-o~-data routine) second 
(·~rro~' tr'ap 
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IPROGRAM LISTING I 

420 DISIl "Enter' ";CHR$(12»)"o"; Ii? INPUT 
un 

430 DISP "Enter " jCHR$(9)j @ INflUT S 
44U ! 
450 ! COMp utat ion 
460 , 
4'70 OFF ERROR 
480 M=S l/N @ S3=SQR«S2-S 1 A Z/N)/N*CN/(N 

-1.» ) 
490 Z=SQR(N)*(M-UO)/ S 
SOD T~SQR(N)*(H-UO)/S3 

~:;iO PIUNT "z~-:;";~·NJ.(Z) @ U::::FNl) e IF U lH 
EN 510 

520 PRINl "T = " jFNl("f) E' lJ=FND E! IF U TI-I 
EN 510 

S:~1l PRINl "Mean ="iFN1(M) E! U=FND (c.! IF 
l.J THEN 520 

540 PRINl "St . d e u . = " ~ FNI(S3) @ U=FND e 
IF U THEN 53{) 

5S0 
560 ! Review routi n e 
::;7 0 ! 
SUO DI!3P CH1~$(2iO) i "IH\ I " jCl-I!<$(214) i "if,' 

w, " jCHR'(i97) i "n d , or " jC HR$(i9Sli 
" on tintJe " i 

590 INPUl K$ ~ K$ = UPRC$(K$~" ") 
600 ON P()S( "RVEC",K$ [i,i])+ l GOlD 580,2 

·70 >S ~.O,610 , 41.() 

611l STOP 

- Me an and s tandard 
deuiati.on(n-i) 

-Z-va lu e and T-value 

-·Display the reSlJlts 

) 

) 

• 
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IPROGRAM DESCRIPTION I 

KENDALL' S COEFFICIENT OF CONCORDANCE 

Kenda l l's Coefficient of Concordance is used to test the communal ity of prefer­
ence among observers who have assigned n individuals ranks ranging from 1 to n 
according to some specified characteristic. The coefficient (W) varies from a 
(no community of preference) to 1 (perfect agreement), and ;s an extension of 
those rank-based measures used to test the degree of association in the two ­
variable case. This test is frequently considered a reliability measure of 
ranks. 

n (~ 12 l: l: R .. 

W = 
; =1 ·=1 q 3(n+l) 

(K 2 )(n)(n 2_1) n-l 

x2 
= K(n-l )1, 

degrees of freedom = n-1 

where: K ;s the number of observers 
n is the number of ind i vidua l s 

; s the rank assigned to the ith individual 
by the jth observer 

7 
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STEP 

1 

2 

3 

ISAMPLE PROBLEMI 

"Suppose three company executives are asked to inteview six job 

appl i cants and to rank them separately i n their order of suita­

bility for a job opening . The three independent set s of ranks 

given by execut i ves X. Y, and Z to appli cants a through f might 

be those shown ... " (Siegel, NON - PARAMETRIC STATISTICS, p. 230) . 

Find the degree of agreement among the three execut i ves whose 
rankings of s i x job appl i cants are shown bel ow . (Ar t ifi cial dat a) . 

A~~licant 

a b c d e f 
-

Executive X 1 6 3 2 5 4 

Executive Y 1 5 6 4 2 3 

Executive Z 6 3 2 5 4 1 

Ri (not computed) 8 14 11 11 11 8 

I SOLUTION I 

INSTRUCTIONS OISPLAY INPUT 

Run "KENDALL" Kenda 11 ' s eoeff. of Co ncordance 

Enter the # of executives How ma!!L observe rs (K)? 3 [RTN] 

Enter the # of ~l icants How ma!ll'. subjects (NJ1 6~RTN] 

~e C to delete error 

Enter App l.l Exec.l Sutiect 1 Observer I? I~RT~ 

Enter Appl . l, Exec.2 Subject 1 Observer 2? 1 [RTN] 

Enter Appl .l, Exec.3 Subject 1 Observer 31 6 [RTN] 

Enter Appl.2, Exec . ! Subject 2 Observer 11 6 [RTN] 

Subject 2 Observer 21 5 [RTN] 

Subject 2 Observer 31 3 [ RTN] 

Enter Applicant 3 Subject 3 Observer 11 3 [RTN] 

) 

• 

) 

• 

, 

) 
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j ~I==============~IS~O~L~U~T~I~O~N~I=============== 

STEP INSTRUCTIONS DISPLAY INPUT 

Subject 3 Observer 2? 6 [RTN] 

Subject 3 Observer 3? 2 [RTN] 

En t er Applicant 4 Subject 4 Observer I? 2 [RTN] 

Subject 4 Observer 2? 4 [RTN] 

Subject 4 Observer 3? 5 [RTN] 

Enter Applicant 5 Subject 5 Observer I? 5 [RTN] 

Subject 5 Observer 2? 2 rRTNl 

Subiect 5 Observer 3? 4 fRTNl 

Enter Appl icant 6 Subject 6 Observer I? 4 rRTNl 

) **Error** Subject 6 Observer 2? 334 [RTN] 

Call correction Subject 6 Observer 3? C [RTN] 

Correction displayed 6,2 deleted = 334 

Enter correct value Subject 6 Observer 2? 3 [RTN] 

Continue Subject 6 Observer 3? 1 rRTNl 

4 Coefficient of Conco rdance W = .1619 [RTNl 

5 Chi - sQuare value Chi -sauare - 2.4286 I rRTNl 

6 Degrees of freedon Of = 5 [RTN] 

7 End program Run again, View again, or End? E [RTN] 



TO 

IUSER INSTRUCTIONS I 

STEP INSTRUCTIONS DISPLAY INPUT 

1 Run "KENDALL" Kendall ' 5 Coeff. of Concordance 

2 Enter the # of observers How many observers (K)? k [RTN] 

Enter the # of subjects How many subjects (n)? n [RTN ] 

Type C to delete error 

3 Enter data as prompted Subject i Observer j? R;; [RTN] 

If an error was made: Subject i Observer j? C [RTN] 

Deleted datum displayed i ,j deleted = Rij 

Gato 3 unti 1 done 

4 Rea 1 output. Use fRTNl key W = RTNl 

to see next rBACKl to see Chi - square = [RTN]/[BACK] ) 
1 ast result . Df = [RTN]/[BACK] 

5 Review routi ne Run again , View again, or End? 

R = rerun program - step 2 R [RTN] or 

V = review results = step 4 V [RTN] or 

E = end program E [RTN] 

) 



!~, ====~I~V~A~R~I~A~B~L~E~N~A~M~E~S~I======~ 

NAME DESCRIPTION NAME DESCRIPTION 

K$ General input string A( ) Temporary data storage 

SO Grand sum of data N Grand N of data 

SI mj S2 E(mj) ' 

M Mean of data Z Z statistic 

E ETA n 

INOTES AND REFERENCESI 

Notes: The value of the Coefficient of Concordance must be in the range of 
zero to 1 (0<=14 <=1). If it ;s not within that range, the program will 
display a warning message. If you get the message "14 is illegal. Check 
data". make sure that you have entered the data by subject (see sample 
problem). and that the observer 's ranks are in t he range 1 to n (the 
number of subjects). Tied ranks are each assigned the average of the 
ranks they would have been assigned had no ties occurred (see 
reference to Siegel) . 

References: 1. Siegel, Sidney, NONPARAMETRIC STATISTICS FOR THE BEHAVORIAL 
SCIENCES, (McGraw-Hi ll , 1956), p. 231- 232. 

2. Gibbond, J.~., NONPARAMETRIC STATISTICAL INFERENCE, (McGraW-H i ll, 
1971). 

3. Conover, W. J. , PRACTICAL NONPARAMETRIC STATISTICS (John Wiley, 
New York, 1971). 

4. Formulae found in HP-41C Users' Library solut ions TEST STATISTICS . 

" 
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IPROGRAM LISTING I 

10 I KENDALL - Kendall's 
20 ! Coefficient of 
30 Concordance 
40 Rev 11/01 /82 
SO I 

60 I 

70 
80 DELAY .5 
90 DISP "K e ndall' s Coeff. of Concordan 

c e " 
100 VlM A(100) ,K$[100l 
j, 1 (} ! 
120 ! De lay routine 
j.30 ! 

140 DEF FND - Wai t for 'RTN' or 'BACK' keys. 

150 K$-KEY$ • IF KS()CHRI(S) AND K$C)CH 
R$(13) THEN 1S0 

160 FND=IC$=CHRI(S) e END DE.r 
17 () ! 
180 ! Error correction 
190 ! 
;o~OO DEF FNE 

21 0 IF J<2 THEN BE~P 22 0 e DISP "M ust h 
ave data to delete" e COTO 240 

220 DIS? STRS(I)i","~Slk$(J-l)j" 11elete 
d ="jA(J-l) @ WAIT 1 

230 JoJ- 1 e SO=SO-ACJ) 
240 FNE=O e END DEF 
250 DEF FNI(X) • INT(XI100 00+ .S)/10000 
~~ 6 () I 

270 ! Initialize 
280 I 

2'10 XO,X,S=O 
30 0 INPUl "How Many obser vers (I() ? " ;K 

31 0 IF K(2 OR K}lOO THLN BEEP 220 e DI S 
P "Pl ease e nte r 1(k(100 n ~ GOTO 3 00 

32 0 INP Ul "How Many subject s (n) ? " ~N 
330 IF N(2 T H~N BE~P 22 0 e bISP "Please 

enter n)l" ~ GOTO 320 
340 DISP "Typ e II iCHT~$(19 ::i); II to (:I€d<?te 

er'ror " ~ WAIr 1 
3S0 ON [RROR Bl~P 220 @ DISP 'Enter nUM 

eric d ata or [ "C" ]' l~ WAIT 1 @GOTO 
-"1110 

360 ! 
3~O 1 Oata input 
380 ! 
390 FOR 1=1 TO N @ 50=0 e FOR J=l TO K 
400 DIS~ "Subject"~I~ " Ob5erver";J; 
410 INPUT K$ • I F UPRC S( KI). · C· lHEN U= 

FNE @ GOH) 4110 

r~et urn 1 if I BACK I k€~y 

- Error correction routine I 

decreMent cou rlter s 

-Def in e precision of OU "t put 

-ln pu t dialogue and 
ini t ialization 

- Error tr ap- display wa rning if 
invalid e ntr y 

-Call correction routine if 
USfH' f~nt("",r5 'e' 

) 

• 

) 



J 

I 

IPROGRAM LISTINGI 

420 A(J) =VAL(KI) @ SO=SO+A(J) 
430 NEXl J e 5=5+50'2 e NEX) I 

440 
450 I Calculate W,chi2,df 
460 ! 
470 W~i2*S/(KA2*N*(NA2- 1»-3*(N+l )/(N-i 

) 

480 C2=K*(N-i)*W ~ D=N-i 
490 I 

500 ! Output routine 
StO ! 
S20 DISP "W = " jrNI<W) (~ lJ::~FN}) @ IF U nil:: 

N 520 
530 IF W)l OR W<O THEN DIsr Wj"i s illeg 

al. Check data . " @ BEEP 440 , 1 . 5 e V 
=FND 

';40 DISf' "Chi-squart? =" iFN1(C2) @ U= FND 
@. If U rHEN ~;2() 

S~)O DJ.BP "Df ""' '' ,1) @ LJ:::FND l!! IF U THEN 54 
o 

560 DISP CHRS(210) j "un again} "jCHRS( 2 1 
o!\) i "iew again, or " jCHR$(197) j "nd" j 

570 INPUl K$ I KI =UPRC$(K$." ") 
sao ON rOSC"RVE",Kt[i,l])+i GOTD 560,29 

O,~:';2()}S90 

S90 STOP 

- IncreMsnt s ubject counter 
-End loop a nd increMent tot a l 

co unter 

-COMpute W 

-COMpute chi-squa re 

- Printout l'outine 

- Di s play warning if W( O or W)l 

- Review rtll/ t ine 

13 
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IPROGRAM DESCRIPTION I 

CORRELATION COEFFI CIENT TEST 

Under the assumptions of rank-order correlation analysis, the t stat i sti c, 
which has the t distribution with n-2 degrees of freedom. may be used to 
test the null hypothesis (the true correlation coeffici ent p=O) . 

To test the null hypothesis p = Po, where Po is a given number, the z stat­
istic ;s used. z has approximately the norma l distribution. 

Equations: 

t 
r n-2 = 

"1- r 2 

Z = "IIn-3 1 n 
t (l+r)(I-PQ) j 

2 (l - r) (l+Po) 

Where r is an estimate (based on a sample of size n) of the correlation 
coeff; ci ent p. 

• 

) 

) 
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II ISAMPLE PROBLEMI 

STEP 

1 

2 

3 

4 

5 

6 

Given a sample size (N) of 31, and correlation coefficient 
of .12, test that the null hypothesis Po = O. 

I SOLUTION I 

INSTRUCTIONS DISPLAY 

Run tlCORRTEST" Correlation Coefficient Test 

Enter the sample si ze Enter the sal!1p]e s;ze~.!!l? 

Enter r Corre l ation coefficient (r)? 

Enter Po Enter RHO-na~ht? 

Read t t - .650923 

Read Z Z = .638055 

End program Run again, View again , or End? 

" 

INPUT 

31 [RTNl 

.12 fRTNl 

o [RTNl 

! rRTNl 

[RTN] 

E [RTN] 



" 

IUSER INSTRUCTIONS I 
) 

STEP INSTRUCTIONS DISPLAY INPUT 

Run uCORRTEST " Correlation Coefficient Test 

1 Enter N Ente r the sampl e size (n)? N [RTN] 

2 Enter r Correl ation coefficient? r [RTN] ,. 

3 Enter 00 Enter RHO -naught? 00 [RTN] 

4 Read t value t = t [RTN] 

5 Read Z value Z = z [RTN] /[BACK] 

Use [BACK] to review t-va 1 ue 

6 Review routine Run again , View again. or End? 

R = rerun the program - step 1 R [RTN] or 

V = review results - step 4 V [RTN] or ) 
E = end t he proQram E [RTN] 

• 

• 

) 
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I VARIABLE NAMESI 

NAME DESCRIPTION NAME DESCRIPTION 

K$ Input string N Sample size 

R Correlation RO Po 

T t - score Z Z- score 

U Delay flag 

INOTES AND REFERENCESI 

Notes: 1. This program will check that N>3, p =<31, and po<l, and will 

2 . 

3. 

display a warning if an error ;s found. 

Usually, the z statistic is used when 
Note that both t and z are returned. 

the sample size is large. 

If the test being made ;s 
that p is not equal to zero then use z. Choice of the appropriate 
statistic is left to the user. 

References: I. Hogg and Craig, INTRODUCTION TO MATHEMATICAL STATISTICS, 
(Macmillan and Co., 1970). 

2. J. Freund, MATHEMATICAL STATISTICS, (Prentice-Hall, 1971). 
3. The formulae for this program come from the HP-41C Users ' 

library solutions TEST STATISTICS, "Test statistics for the 

correlation coefficient", p. 5. 

17 
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IPROGRAM LISTING I 

1 0 f CORRTEST - Te s t 
20 I s t a ti s 1ic s for the 
30 ! Co r r e l at ion Coerf. 
40 REV 11/ 01/8 2 
SO 
60 DELAY . S 
70 DISP " Corre l at ion Coefficient Tes t " 
ao DIM K$[100] 
90 

100 ! Delay function 
110 ! 
t ~~ 0 l>EF F Nt) 

L,O K'~KEY' @ IF KICICHRICB) AND KIIICH 
Il'.Cl~l) THEN 130 

14 0 
lS0 
160 
170 
180 
190 

200 

210 

220 

FND=K$ =CHR$(B) e END OEF 
DEF FNICX) • INTIX*10"6<.SI/l0 "6 
I 

! InpUT 
! 
ON EkROR HElP 2 2 0 @ 
t er nUMe ri c data" 
90 

e 
DI S f' 
WAIT 

"P lea s e en 
i @ GOTO 1 

INPUT "Ente r the sa Mple size Cn) ?" 
;N 
IF N(3 THEN BEl:.P 220 ~ DISP "Data e 
r ro r - 0<3" e WAIT 1 ~ GOTO 200 
INPLJl " Co rr e lation coefficient c,..) 
?" > R 

2~O IF AB S CR» = i THEN BEEP 220 @ DISP II 

I Mpo ssible curr'elation " @ GOTO 220 
240 INPUl " Erlter RHO - naught "'jRO 
250 IF ABS (RO» =l lHEN DISP "DaTa error 

" .. CHIH; (l;nj " o illeqal." Ii! GOTCl ;.~4 
o 

260 
270 CO MpUTation 
2BO 
2YO T=R*SQR CN -2) /SQR(1-R A 2) 
30 0 Z=SQR(N-~ ) /2*LOG«1~R)*(1-RO)/«1-R 

)*IURO») 
310 I 

320 ! Print - ou t 
330 
340 DISP "t = " ; F NICl) 

N 340 
:ISO DISP " Z::: " ;f-NI ( Z ) 

N ~140 

360 \ 
37U ! Re view r outi rl e 
3[10 j 

e lI~FNj) e IF LJ T H[ 

If' U:::F NI> e IF U THE 

3(l'O IH !:) P CH1~$(~?i () ) " \Jn ;.ltl<'l:l n , ">CHR1i( ?1 
4) j "i(~w a9 ~lin ) or' " ,~ CHI\~I;(197).i"nd" " 

400 INPLJ'l KS @ KS =UPRCt ( KS&" ") 

-. v,lait for' 'RTN' or 'BAC1(' kev ~;­
l'£~1; lJ rn t if 'BACK' k e~~y 

- Defi ne output preci s ion 

-Err or trap - di s pl a y war n ing if 
n on - nUM er i c en try 

-Enter N 

-Verify that N}2 

- Enter co r relation (r) 

- Verify th at the ab s o l ut e value 
of ( 1') is l~~ss th'::lfl olle 

- Ente r rho -Tlaught 
-Verify that the absolute value 

of r'hn i !:i It') ~:is than one;:. 

-C oMpute the t-value 
-Co Mpute th e z- value 

- Pri nt the re s ult s 

) 

) 



I 

IPROGRAM LISTING I 

410 ON POS("RVE " ,K$[l,i])+1 GOTO 39 0,1 9 
0,340,420 

420 END 

19 
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IPROGRAM DESCRIPTION I 

INTRACLASS CORRELATION COEFFICIENT 

The intraclass correl ation coefficient r I measures the degree of associat ion 

among individuals within cla sses or groups. The coefficient i s most easily 

calculated using the analysis of variance techniques. r I is the sampl e es ­

timate of the populat i on intracla ss correl ation coeffi cient PI' If we can 

assume that the i nd iv idual s within groups are random samples from normal 

populations with the same variance, then the hypothesis P1=O can be tested 

using the F statistic. This program also calculates the R- squared stati s­
tic. which is a measure of the relationship between the sample independent 

and dependent variables in the f i xed effect case, and Omega-square, which 

is an estimate measure of the independent-dependent variable associat i on 
in the population in the fi xed effect case . 

Mean of subjects in the ith sample 

Standard deviation 0 - J E(X 2 ) 2 I - i , - (x;l 
ni 

SS total = E (EX~) - (EEX) 2/ n 

SS treatment = r (Ti
2
) - lfIl2 T ;s the co l umn sum 

,ni n 

SS error = E (r x ~) E (T~/nj) 

Of total = n-I K = the number of sets 
Of treatment = K-I n = the total n 

Of error = n-k J = the number of subjects 

) 

) 

) 



) 

21 

) 1::::1 ====::::!.I~P~R~O~G~R~A~M~D~E~S~C~R~I~P:......:!T~I~O~N~I=====:l 

) 

INTRACLASS CORRELATION COE FFI CIENT (continued) 

MS treatment = S5 treatmentjdf treatment 
MS erro r = SS error/df error 

F = MS treat/MS error 
R2 : SS treat/SS total 

n2 : (SS treat - (MS error)(K- l»j1SS total + MS error ) 

r = [55 treat - SS errorl / rSS treat + S5 errorl 
L K-l K{J-l) ] I: K-l K] 

Intraclass 
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ISAMPLE PROBLEM I 

Find the degree of assoc i ation between individual s (A-B) 
with in the following set of groups: 

Subjects 

A B 

1 71 71 

2 69 72 
3 59 65 

Groups 4 65 64 
(sets) 5 66 60 

6 73 72 
7 68 67 
8 70 68 

I SOLUTION I 
) 

STEP INSTRUCTIONS DISPLAY INPUT 

1 Run "INTRA " Intraclass Correlation Coeff. 

2 Enter the N of groups How many sets? 8 [RTN] 

3 Enter the N of subj ects How many sUb .iects? 2 [RTN] 

C to correct error 

4 Enter set 1 Set 1 Subject I? 71 [RTN] • 

Set 1 Subject 2? 71 [ RTN] 

Enter set 2 Set 2 Subject I ? 69 [RTN] 

Set 2 Subject 2? 72 [RTN] 

Enter set 3 Set 3 Subject I? 59 [RTN] 

Set 3 Subject 2? 65 [RTN] ) 
Set 4: ERROR Set 4 Subject I? 666 [RTN] 



~============~IS~O~L~U~T~I~O~N~I=============== ) -

STEP INSTRUCTIONS DISPLAY INPUT 

Call correction routine Set 4 Subject 2? C [RTN ] 

Deleted value ;s displayed (4,1) DELETED = 666 

Enter correct val ue Set 4 Subject 11 65 [RTN] 

Set 4 Subject 21 64 [RTN] 

Enter set 5 Set 5 Sub.iect 11 66 [RTN] 

Set 5 Subject 21 60 [RTN] 

Enter set 6 Set 6 Sub.i ect 11 73 [RTN] 

Set 6 Subj ect 21 72 [RTN] 

Enter set 7 Set 7 Sub.iect 11 68 fRTN] 

Set 7 Subject 21 67 fRTNl 
} 

Enter set 8 Set 8 Subject 11 70 [RTN] 

Set 2 Subject 21 68 [RTN] 

4 Read means Set 1 I~e = 71 Std - 0 [RTN] 

Set 2 Me - 70.5 Std - 1.5 [RTN] 

Set 3 Me - 62 Std - 3 [RTN] 

Set 4 Me = 64.5 Std - .5 [RTN] 

Set 5 Me - 63 Std - 3 [RTN] 

Set 6 Me = 72.5 Std = . 5 [RTN] 

Set 7 Me - 67.5 Std - .5 [RTN] 

Set 8 Me = 69 Std - 1 [RTN] 

5 Read outout Total Me = 67.5 Std = 4.031 [RTN] 

Treat OF - 7 SS - 216 [RTN] 

) 
Treat MS = 30.857 [RTN] 

Error OF - 8 SS - 260 fRTN] 

Error MS - 5.5 fRTNl 

23 
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I SOLUTION I 
) 

STEP INSTRUCTIONS DI SPLAY INPUT 

Total OF = 15 SS = 260 [RTN) 
• 

F value F = 5.61039 I [RTN] 

R squared = .830769 [RTN) 

Omega sq uared = .66855 [RTN) 

Degree of association Intraclass r = .697446 [RTN) 

6 End program Run again , View again, or End? E [RTN) 

) 

) 



2S 

1 ,=1 ==~IU~S~E~R~IN~ST~R~U~C~T2:.I~O~N~S~1 ===:d 

STEP INSTRUCTIONS OISPLAY INPUT 

I Run IIINTRAIl Intracl ass Correlation Coefficien 

2 Enter the N of groups How many sets? k [RTN] 

3 Enter the N of subjects How many subjects? n [RTN] 

C to correct error 

4 Enter i ndicated datum Set i Subject j? Xij [RTN] 

If an error was made: Set i Subject j? C [RTN] 

This will be displayed: (i ,j) DELETED = Xi j 

Gato 4 until done 

5 View means Set i Me = Std = [RTN] 

6 Vi ew results . rRTNl to see Total Me = Std = . rRTNl 

next result [BACKl to see Treat OF = SS = [RTN]/[BACK] 

last result. Treat MS = [RTN]/[BACK] 

Error OF = SS = [RTN]/[BACK] 

Error MS = [RTN]/[BACK] 

Tota 1 DF = SS = I rRTN1/rBACK' 

F = I [RTN1/ [BACK' 

R squared = [RTN]/[BACK] 

OmeGa souared = [RTN]/[BACK] 

Intraclass r = I [RTN]/[BACK] 

7 Review routine Run again, View again, or End? 

R = rerun program - step 2 R [RTN] 

V = review resul ts - step 6 V [RTN] 

E = end program E [RTN] 
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I VARIABLE NAMESI 

NAME DESCRIPTION NAME DESCRIPTION 
2 

T ( ; ) LX. X2 (; ) LXi 
1 

M(; ) Mean of treatment ; IO( ) t 2/ n 
1 

59(; ) SD of treatment i V (i) Variance of ; 

R ( ) Temporary storage E1 Value of deleted data 

X$ General input string T Grand sum of all data 

N Grand n of a 11 data X2 LxI of treatment 

10 L(T 2/n) II Intraclass corre lation 
1 

51 Treatment 55 Ml Treatment M5 

52 Error 55 M2 Error MS 

53 Total 55 F F-value ) 
Dl Treatment df R2 R squared 

D2 Error df 02 Omega squared 

D3 Total df 

) 



) 

Notes: 1. A maximum of 100 subjects per set may be used. To change this, 
change the dimension statements in line 70. 

2. A maximum of 20 sets may be used. To change this, change lines 370 
and 420 . 

3. Once a set has been f in ished, it may not be corrected . 

References: 1. Winer, B.J., STATISTICAL PRINCIPLES IN EXPERIMENTAL DESIGN, 
(McGraw-Hill, New York, 1971) pages 210-214. 

2 .. Hays, W.L., STATISTICS FOR PSYCHOLOGISTS, (Holt, Rinehart 
and Winston, 1963) page 382. 

3. Ostle, B., STATISTICS, IN RESEARCH, Iowa State University 
Press, 1972 . 

4. HP-4IC Users ' Library, TEST STATISTICS, p. 33- 34. 

5. HP-75 STATISTICS SOLUT ION S BODK, One-Way Analysis of Variance 

27 
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IPROGRAM LISTING I 

10 ! IN1RAC-IntraclaS5 
20 Correlation Coeff. 
30 Rev 11/01/82 
411 
:::;0 DELAY .5 
6() DISP "Intraclas~; Correlation Cneff. 

" 
'I n DIM 1(20),X::~(20),IO(20),V(2(),M(20) 

,S9(20 ) ,Hel00) 
no 1)H1 X$[201 
911 

100 ! Define variance 
i10 ! 
120 DEF FNS(Sl,S2,N) _ S2J N-(Sl/N)A2 

1:l11 
140 ! Delay routine 
lS0 ! 
i60 DEF FND 

170 A$=KEYS @ IF At="" TH EN 170 
180 FND=O e IF A$~C~1R$(8) THEN FND=i 
1911 END DEF 
200 
210 ! Precision routine 
22 () ! 
no DEF FNI(X) -- IN') (x*tO":\, ,S)/J.II'3 
240 DEF FNJ(X) = INTeX*iO A 6+.S)/iO A 6 
2S0 
260 ! Correction 
2'70 I 

~"!BO DEF FNE(C) 

290 IF 1=1 T~:EN BE~r @ DISP "Mu s t have 
data to delete" ffi WAIf i @ GOrO 330 

:500 El:::RCI--l) (~DTSP "(";C;",";I-··l,") D 
ELETED ·::: " jRCI--l) (~WAIT i 

310 TCC)=TCC)-El e 'f=T-Ei @ 1=1 - 1 @ N~ N 
-1 

320 X2=X2-E1 A 2 @ X2(C)=X2CC)--E1 A 2 
3~0 FNE=O hl END UE~ 
340 1 
3S0 ! In:i.tiJlilE) 
~560 ! 
370 FOR Y=1 TO 20 & T(Y)=O ~ X2(Y)=0 e 

10(Y)-0 8 V(Y)-O ! M(Y)'II ~ NEXT Y 
3BO N ., 1,X;~,IO=O 

390 I 

400 ! Ent er data 
410 ! 
420 INPUT "How Many sets ?"i K @ IF K< 2 

OR K)20 THEN BEE:P @ GOTO 42U 
4:~O H!PU) "How Man y sllbject!.:;? " i NO ~\, 1. 

F NO (1 THEN BEEP li."! COTn 4~~O 

-R01Jtin e to calculate the 
v ':lr'i.a nc::e 

- W,):i.t for' 'RTN' or 'nACI(' kev. 
r~ (;)tur n 1. if 'BACK' kE)Y 

--Def i.ne pre~i5ion of output 

-Error c()rrection routine­
deCreME'llt CGU llters 

--Set COllnters to zer'o 

) 

) 



) 

) 

[PROGRAM LISTING[ 

440 ON ERROR stEP e DISP "Please enter 
nlJM eric data" ~ WAIT i @ GOTO 470 

450 DISP CHRS(19S);" to correct error. " 
~ BEEP 440 e WAIT 1 

460 FOR J=1 TO K e FOR 1=1 10 NO 
470 DI~W 'll,," ;J;';,;ubjPct' ;J; I' INPUT X 

$ 

400 IF no,"" ,HEN 470 
490 IF POS("Cc",Xt) T.iEN U= FNE(J ) @ GOT 

o 4'70 
~j() 0 X=VAL (X$) 
:; t 0 I 

520 ! Loop counters 
S30 I 

540 N=N+1 @ R(I)=X 
SSO T(J)=TeJ)+X @ l~T+X @ X2(J)=X2(J)+X 

':)60 NlXT 1 
~:j'7 0 NEX f J 
'iBO [IFF ERR[)I~ 

590 
bOI) I CALCULATION 
610 ! Me,STD,Internal 
620 I 

6:\1) FOR J "'l, TO I< 
640 IOeJ) =T(J)A2/ND e lO=IO+IOeJ) 
6S0 VCJ):::;FNS("T(J),X;?(J),NO) Ii:" S9(J)"':SI)R 

(VIJ» 
660 MCO= T U)/NO 
6'70 DISV' "nr.~t" iJ j "Me""" iFNI (MeJ» i "St(j"c" 

jFNIC S9(J» P It=FND 
680 NEXl J @ V:=FNSCT,X2,N) & M"'T/N @ 59 

~:::3(~ (~ (V) 

690 DIDI" "Total Me~::"iFNI(M);"5td:'liFNI 
(59) @ U::::f"ND 

7()() ! 
710 ! Int ,SS,MS,DF 
'7~~O ! 
7:"30 U. =TA2/i'1 
740 51= 10 -11 @ S2=X2-IO @ S3~X2-11 
750 D1=K-1 @ D2=N-K @ D3~N-1 
760 Ml~Si/D1 e M2=S2/D2 
770 I 

7UO ! r-,r~"?,()";::: 
790 I 

800 F=M1/M2 @ R2~Sl/S3 ~ 02~(Si-(K-1)*M 

810 11=(Sl/CK-l)-S2/(K*CNO-1»)/CS1/CK--
t)+S2/K) 

n;.~() 

::UO ! Pr'int Out 
B40 ! 
0-::;0 l)I~1P "Trea1· DF':::";Di,;"SS::::"iFNJ.(St) 

::il U::::FND 

-Error' trap- retllrn warrling i~ 
illegal dat a is erltered 

-Input loop 
-Call error correcti()n 

-DecreMent coun ter s 

-InterMediate calculation 
-Variance dnd SDCn) 

····Mean 

-Calculate SUM-squares 
-·CalClllate degreos o~ fr'eedoM 
-Calculate Moan-sqllsr'BS 

29 
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IPROGRAM LISTING I 

860 DISP "Treat MS="jFNICM1) ffi U ~FND e 
IF U TH EN 850 

13'70 DISP "Err'o f' DF:c" "jD ::'~ .i"SS"" ";FNJ.(S;~) 
@ U=FND @ IF U THEN 8~)O 

8EO DISP " Err'or MS :": " ;r~N1.(M'!.) e U:::F ND e 
IF II THEN 870 

89() DISP "Total nr-":::c"; D:.1j "SS"' '' j FNl(S3) 
@ U=FND ffi IF U "H EN B8() 

900 Dl S P' "F=::"iFNJ(F) 6' LJ::"F ND go IF LJ lHE 
N 890 

910 DISP "R s qua re d = " ;FN JeR2) go U=FND @ 
IF II THEN 900 

9:'!. O DISP "OMeg .. ~ s quarec:! :"' '' ;FNJ( O~~) lil U::::F 
ND @ I F LI TH EN 910 

93 0 DISP "Intraclass r = ";FNJ eI 1) @ LJ =F 
ND @ IF U THEN 920 

940 DISP nm$(210) i "un aqain, 11 j CHR1;( ~~1 
4)j "i(,,1W again) (H' ":,CHR$(197);"nd"; 

9S0 INPUl XS @ ON PO S C"RVE",UP RC$(X$»+ 
i GOTO 940,370)690,9b O 

96() STOP 

-l~ev i e w I'Hld u le 

) 

) 

) 
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IPROGRAM DESCRIPTION I 

KRUSKAL-WALLIS STATISTIC 

Suppose we want to test the null hypothesis that k independent random samples 
of sizes "1' "2 •... nk _l • "k come from identical continuous populations. 

This program will arrange all values from k samples jOintly (as if they \'Jere 
one sample) in an increasing order of magnitude. Values that have equal 
ranks will be assigned the average of the ranks that they caver. Let Rij 
be the rank of the jth value in the ith sample. 

The Kruskal -Wal1is statistic H can be used to test the null hypothesis that 
each observer has identical ranking preference. 

When all sample sizes are large (>5), H ;s distributed approximately at the 
chi - square with k-l degrees of freedom. For small samples, the test is 
based on special tables (not computed). This program will accept a maximum 
of 254 TOTAL observations, due to a restriction in the sorting routine. 

Equation: df = K-l 

H - (12 ) 
n(n+1) 

K 
Where: N = ~ ni 

i=l 

Rij = Rank of observation (i,j) 

K = number of samples 

ni = number of observations in the ;th sample 

31 
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ISAMPLE PROBLEM I 
) 

Compute the H- stati stic for the followi ng data: (data from 
Conover , p. 258). 

1 2 3 4 
Obs. Rank Obs. Rank Obs. Rank Obs. Rank 

83 11 91 23 101 34 78 2 
91 23 90 19.5 100 33 82 9 
94 28.5 81 6.5 91 23 81 6.5 
89 17 83 11 93 27 77 1 
89 17 84 13.5 96 31.5 79 3 
96 31. 5 83 11 95 30 81 6.5 
91 23 88 15 94 28.5 80 4 
92 26 91 23 81 6.5 
90 19.5 89 17 

84 13.5 

ISOLUTIONI ) 

STEP INSTRUCTIONS DISPLAY INPUT 

Run IIKRUSKA" Kruskal-Wal li s Statistic 

1 Enter the N of treatments How many treatments? 4 [RTN] 

E to end treat., C to change 

2 Begin treatment 1 Treat . 1 Subject I? 83 [RTN] 

Treat. 1 Subject 2? 91 [RTN] 

Treat. 1 Subject 3? 94 [RTN] 

Treat. 1 Subject 4? 89 [RTN] 

Treat. 1 Subject 5? 89 [RTN] 

Treat. 1 Subject 6? 96 [RTN] 

Treat. 1 Subject 7? 91 [RTN] 
) 

Treat. 1 Subject 8? 92 [RTN] 
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I SOLUTION I 

STEP INSTRUCTIONS DIS PLAY INPUT 

Treat. 1 Subject 91 90 [RTN) 

4 End t reatment 1 Treat. 1 Subject 101 E [RTN) 

2 Begin treatment 2 Treat. 2 Subject 11 91 [RTN) 

Treat . 2 Subject 21 90 [RTN) 

Treat . 2 Subject 31 81 [RTN) 

Treat. 2 Subject 4? 83 [RTN1 

Treat. 2 Subject 51 84IRTN) 

Treat . 2 Subject 61 83 [RTN) 

Treat. 2 Subject 7? 88 [RTN) 

) 
Treat. 2 Subject 8? 91 [RTN) 

Treat. 2 Subject 91 89 [RTN) 

Treat. 2 Subject 101 84 [RTN) 

4 End treatment 2 Treat. 2 Subject 111 E [RTN) 

2 SeQ;n treatment 3 Treat. 3 SUb.iect 11 101 rRTN) 

Treat. 3 Subject 21 100 rRTNl 

Treat. 3 Subject 31 91 [RTN) 

**Error** Treat. 3 Subject 41 9333 [RTN) 

3 Call correction routine Treat. 3 Subject 51 C [RTN) 

This will be displayed: (3 4) OELETED = 9333 

2 Ente r correct value Treat. 3 Subject 41 93 [RTNl 

Continue Treat. 3 Sub.iect 51 96 rRTNl 

Treat. 3 Subject 61 95 [RTN) 

Treat. 3 Subject 71 94 [RTN) 

4 End treatment 3 Treat. 3 Subject 81 E rRTNl 

2 Bea;n treatment 4 Treat. 4 Subject 11 93 [RTNl 
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I SOLUTION I 
) 

STEP INSTRU CTIONS DISPLAY INPUT 

Treat . 4 Subject 2? 82 [RTN] 

Treat . 4 Subject 31 81 [RTN] 

Treat. 4 Subject 4? 77 [RTN] 

Treat. 4 Subject 5? 79 [RTN] 

Treat. 4 Subject 6? 81 [RTN] 

Treat . 4 Subject 7? 80 [RTN] 

Treat. 4 Subject 8? 81 [RTN] 

4 End treatment 4 Treat. 4 Subject 91 E [RTN] 

5 Sk i p the ranks View the ranks (YIN)? N [RTN] 

6 View orintout H = 25.46437 I rRTNl ) 
df = 3 [RTN] 

Tota 1 n = 34 [RTN] 

7 End ~p_rogram Run again~ View again, or End? E [RTN] 

) 
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) ~I ====~IU~S~E~R~IN~ST~R~U~C~T~I~O~N~S~I====== 

STEP INSTRUCTIONS DISPLAY INPUT 

Run "KRUSKA" Kruskal-Wallis Statistic 

1 Enter the number of treatments How many treatments? k [RTN] 

E to end treat.. C to correct 

do steps 2- 5 k times 

2 Enter data as prompted Treat. i Subject " , 
J " Xi j [RTN] 

3 If an error was made: Treat. i Subject "' J" C [RTN] 

Deleted dat um displayed: (i ,j) DE LETED = Aij 

Gato 2 until treatment done 

4 Depress E to end treatment Treat. i Subject j E [RTN] 

) Gato 2 until all treatments 

have been entered 

5 Depress Y to see ranks View the r anks (YIN)? Y or N [RTN] 

To view the ranks: i . i S = R = I rRTNl /rBACK' 

6 Read the printout. Use H = fRTNl/fBACK 

[RTNJ key to see next result , df = [RTN] I[ BACK] 

[BAC K] key to see 1 ast re sul t. Total n = [RTN]/[BACK] 

7 Rev; ew routi ne Run agai n, View again, or End? 

R = rerun program - step 1 R [RTN] 

V = rev; ew resul ts - step 5 V [RTN] 

E = end program E [RTN] 

) 
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I VARIABLE NAMESI 
) 

NAME DESCRIPTION NAME DESCRIPTION 

A ( ) Data storage N Total N 
" 

X$ General use string AI( ) Storage of ranks 

N (j) N of co lumn j NI I nterna 1 : total N 

NO Grand sum K Number of treatments 

X Tempora rJ input va lue H H-value 

R2 E(R,j)2 RI Temporary sum of rank 

0 DeQrees of freedom U* Delay flaq, = I if [BACK] 

VARIABLES USED IN THE INDEX SORTING ROUTINE 

L Lower parameter of search u* Upper parameter of search 

I Mi ddl e of bi na rv sea rch KI Value to "search" for 

Tl Upper pa rt of index string B$ lower Dart of index string 

A$ Index strinq 

VARIABLES USED IN THE RANKING AND TIED-VALUE CORRECTION ROUTINE 

L! Last discrete rank value CI Index (position) of L! 

CO Number of ranks that -L! C2 Sum of indexes after C1 
Value to repl ace 

T "Current" rank value R "c rrent" tied ranks 

* Some variables used for more than one purpose 

) 



) 

) 

INOTES AND REFERENCESI 

Notes: 1. The program is presently limited to a maximum of 20 treatments. To 
change this limit. change lines 70 and 320. 

2. The program ;s limited to a maximum of 254 total data items. To change 
this would require a major reprogramming effort. and would slow down 
the ranking routine. 

References: I. Conover, W.J., PRACTICAL NONPARAMETRIC STATISTICS (John Wiley 
and sons. 1971), p. 257-259. 

2. Knuth, Donald E., THE ART OF COMPUTER PROGRAMMING, Va 1 ume 3, 
Sorting and Searching, (Addison-Wesley, 1972). 

3. HP-4IC Users ' Library solutions, TEST STATISTICS, Kruskal-Wallis 
statistic. 

37 
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IPROGRAM LISTING I 

10 1 l( fnJ SKAL: K1" u t~ k '::ll-' 

20 ! Wal lis s t a ti s tic 
~O I REV 11/01/82 
40 ! 
50 
60 
70 

BO 

DELAY .5 
DISI- ' " Kruskal-Wallis Statistic" 
DIM A(2SS),A$[25S1,l$[2SS1,B$[2SS 1 , 
A 1. ( 2 ~i 5 ) ,X $ [ 2 () :I ) N ( 2 () ) 
DEF ~NC (X) = NIJM(A$[X/X]) 

90 ! 
100 I Dela y ro utin e 
itO 
t 20 DEF fND 

t 30 AS-KEYS I I~ AI· "· TH EN 130 
140 FND=O @ IF AI.CHRI (8) TH EN FND-l 
150 END DCF 
160 1 

t '70 ! COr'rectio n 
iBO ! 
i(j'O DFF FNE(C) 
200 I F NCC ) (i TH EN BEEP @ DISP "Mu st ha 

ve data TO delete " @ GUlU 230 
210 DHlP " ( " iCi " , " iN(C).i") DELETED ="iP, 

eN) @ WAlr :1. 

220 NCC )=NCC )-i e N=N- i e NO=NO-A(C) 
230 FNE=O @ END DEF 
240 DEF FNI(X) = INTeX*10-S+.S)/iO-S 
;,:)1.::;0 ! 

26{) ! lnitia1j.Zf.~ 

270 
280 Ni,Rl,R2,N , NO=O 
~:.~9 0 ! 
300 ' EnH,,- da,,, 
310 I 

3i!. () INPLJ"l "H()~J Manv T n::,":lt f"l e nt:.. "" j K (~' 
IF K( 2 OR K) 20 THEN B~EP @ GOTC) 320 

3:~O DISP CHR$( t?7) i" to end tr'f..'.:li. I " iC 
HR~;(i9S) i " to C(H'r'ec"t" m WAIT 1. 

340 fON J=l TO K I NIJ)-O 
3S0 DUlP 'Trt:~a"t.' .;Ji'~) ubje(t';N(J)+ i j (? 

INPUT X1, 
360 I F UPRC$(X$)="~" THE N 490 

:.~ '? 0 

~~U () 

IF 
TO 

UPRC$(X$)= " [;" TI~EN U=FNE(]) e GO 
3S0 

Of.! lRROR BEEP 220 hl DISP 'Enter nUM 
er:i.c:) ["E"]) 01' ["C"l' fJ WAIT i C~ G 
D·l U 3~:iO 

390 X"VAL< X,;) 
40{) I 

41 0 1 L.()op c ()un"t ers 
4;.?'O I 

- Conv ersio n functi on 
r,:lnking routine 

for 

--Wai t fo r 'RTN' or 'BACK' key s­
rc·~t\H'n i if 'BACK' key 

- Co rr'ec"tion rou"tine 

-Def in e precision of ou tPI! t 

- Enter and verify the nUMber of 
tr'f~at(,",(i!nt ~; 

-G(lto the End of the t reatMent 
if 'E' i~:; entef'ed 

-Call error correction routi n e 
iF 'e' i~:; €:~ntE·~red 

····Fr'/'or' t r'a\) 

) 

) 

" 

) 
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IPROGRAM LISTINGI 
) 

430 NCJ)=N(J)+l e N=N+i ~ ACN)=X e NO=N 
{)+X 

4'll} IF N>=:;~54 lHEN BEEP l~ lJISP "Can't E 
nfer any Mor'e " r WAI'r 1 @ COlO 490 

4~:)() GOl n 3~)O 

460 I 

470 ! ~ n d of treatMent 
4nO I 

490 IF Nt:! )(2 lHEN BEEP (f' nlBP "MiI~~t hi:) 
ve More than one subjec"t " @ GOlO 3S 
() 

SOD NEXT J 
~:;i() UFF EJ<I~OI~ 

';:);.~O ! 
S3U I Rank data by 
540 ! "Bj.nary" sort 
550 
560 L1 J ACN+l»)A(O)=-INF @ CO=1 ffi C1/C2= 

5'70 
~;B () 
~,?O 

bO 0 
blO 
6;.~O 

630 
640 
6S0 
b6() 

(.:, '? () 

o 
A$=CHR~I; (i) 

FOR Xc<~ Tel N 
L:::l (~ U',=X--i 
I::::INT( (L.+U)/?) 
Kl=A(NIJM(AS[I)Il» 
IF A(X)=Kl THEN ()SO 
IF 11(X){K1 lHEN U""l-t ELSE l..C"'J.-t·l 
IF U)=L THEN 600 
IF 1)1 THFN BS-AIII,I-IJ ELSE BI."" 
IF I(X-I THEN T'=Alrl+I,LENIAII] FE 
SE r~I;""'" 
IF A(X)(1(1 THEN At=BS&CHRS(X)&At[I > 

l_EN<AS)] ELSE A$=A~[i > I]~CliRt(X)&T$ 

6f:l () NEXT X 
690 A$=A$&CHR$(O) 
'? 0 () ! 
71() ! COMPIJte & store 

'730 
'I 'HI FOI< X"::i TO N 
7SD T""A(FNC(X)) n IF T( }I...t Am) C()=::t HIE 

N l_i~T P At(FNC(X)):~X @ Cl,C2=X 8 G 
OlD nuo 

7bO IF 1 ~: L l lHEN C O~C() +i @ C2~C2+X 
T/O IF X<}H AND "I""L1 THEN Bon 
780 R=C2!C() ru FOR W~C1 TO C1·tCO ····j. 8 Ale 

FNC(Q»=R @ NEXT () 
7S'() CO=1 t! L1 =1 @ Al(FNC(X»=X P Cl,C2= 

non NEXT X 
!HO 1 

) 8;;:0 ! C()MPUH~ r'~:jn 
D30 I 

84() FOR X=i TO K 
8\':";(": kt:":O P FDf< ">(: :1 TU N(X) 

-IncreMent counter s 

-Check nUMber of data iteMs 

-Binary index sort 

··-r(:i,na~'y sear'ch 

-Insert present inde x irl to At 

'-Store ranks in A( ) 

- " Repl~ce tied rank~~ 

39 
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IPROGRAM LISTING I 

860 N1 - N1+1 @ R1 -~1+A1lN1) @ NEXT Y 
870 R2=H2+R1 A 2/N( X) @ NE XT X 
880 f} = j(-i 

8~ O H=12/( N* ( N+ l» *R2-3* (N~-1 ) 
9 00 
910 ! f' r int -o ut 
92 0 ! 
930 DISP "Vi ew the ranks? ("jCHR$(217)j 

"Itt .. CHR'l>(2 06 ) i ")" ; 
940 I NPUT AS W A$=UPRC$(AS &" ") 
9S0 IF PDS C"NY ";A '.t,f.l,t:l)::::O THEN 93 0 
960 I F A$ ="N I I THEN 1050 
970 Xi,X= O @ Y=l 
980 PRINT "SaMple" jY 

9YO X::::X +l @ Xi=Xl +1 @ IF X>N THEN 1050 
1000 IF X1) Nl Y) l HEN Y-Y>1 ~ X1-0 @ X-x­

i (!~ GOlD (iBO 
UH f) PR INl STR$(Y) , " , " iST R$(Xi) .. " s=" ; A ( 

X); "R= " jA l(X) @ V- FND 
1 0 20 IF V AND Xil 1 TI-I EN X-X-1 @ 

e GOTD 1 f) 10 
10 30 IF V AND Y> 1 THEN Y-Y-1 @ 

X-X- 1 e GOTD 10 10 
1f)40 GDTD 99 0 
1050 PRI NT "\-I =: " JFNI on e U- FND 

HEN X1- NlK) e X"'N @ Y-K t' 
10 60 PR INl "df'= " i D e U-FND \!;' IF 

oso 
1070 PIUN"I "Total n= " j N 

HEN 1060 
10no ! 
1090 ! Revi ew rouTine 
iiOO ! 

l':? U- FNIl 

X1-Xl-1 

X1-NlY) e 

@ IF U T 
GOTD 1010 

U 1 HEN i 

" IF U T 

1110 DISP C.1RS(210)j "un again, " jCHR$(21 
4);"i.f.~W ag a in , o r ";CHR$ <197}j "n d " 
i 

11 2f) INP UT A$ @ A.=UPRe$lAS. · .) 
11 30 ON f'O S( "RVE " ,A1'[i ,1 ])+ 1 GOT O 1110 ,2 

BO,930,1i40 
114 0 ST or 

- COMput e H and degrees of 
f'ree doM 

-Rol)1i nc to allow use r to view 
tile r'a nl(s 

-Print ou t 

) 

" 

,1 

) 

I, 

) 
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, ~I ==~IP~R~O~G~R~A~M~D~E~S~C~R~IP~T~I~O~N~I ==~ 

MANN-WH ITNEY U-TEST 

This program ca l culates the Mann-Whitney test statistic on two independent 
samples of equal or unequal sizes. The Mann-Whitney t est will test the null 
hypothesis that there ;s no difference between the two samp les. The program 
will rank all values from both samples as if they were one sample, ass ign i ng 
tied ranks the mean of the positions that they occupy. This program will 
also accept, as input. data that has al ready been ranked in the preceding 
manner . The smal l er of the two U- stat i stics wil l be displayed , as accordi ng 
to statis tical convention. The Z-value that ;s displayed ;5 approx imate ly 
a random variable having the standard normal distribution . 

For sma l l samples (less than or equal to 8) the special ly constructed tab les 
should be used. For exampl e: HANDBOOK OF STATISTICAL TABLES , D. B. Owen , 
Addi son-Wesley, 1962. 

Formu la: 

Where: n1 

n, 
Ri 

U = n
1
n2 + n

1
(n

1
+1) 

2 

n
1

n
2 

z = U - 2 
~n ,n,(n,+n ,+I)/12 

= Size of sample I 

= Size of sampl e 2 
= Rank assigned to item 

n1 
E R, 
i=1 -

of t he sample with the smallest u. 

Note: Both of t he two possible U1s are computed. 
The sma llest U i s displ ayed, as ;s co nvent ional . 

'1 
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STEP 

1 

4 

2 

3 

Run 

ISAMPLE PROBLEMI 

The two- sample case ; s one ;n which the inv estigator has 
obtai ned two samp les from po ss ibly different popu l at i ons . 
The null hypothesis tests the rejection of the assumption 
that the sampl es come from two different populations . 

Cons ider two independent samples of students trained in a 
seri es of athletic events under two different conditions. 
The null hypothesis is that there are no differences be­
tween the tra ining method s. Use the program MANN to cal ­
culate the ranks, U-statistic and z- statist;c of these 
students. 

Metho d A 

Method 6 

Sco re 

18 15 13 21 11 

13 6 2 5 

I SOLUTION I 

INSTRUCTIONS DISPLAY 

"MANN" Mann-Whitney U-Test 

Sample 1 C=change 

Statis tic 

E=end 

Enter sample 1 Sampl e 1 Item I ? 

Sampl e 1 Item 27 

Sample 1 Item 37 

Sample 1 Item 4? 

Sampl e 1 Item 5? 

End sample 1 Sample 1 Item 6? 

Sampl e 2 C=change E=end 

Enter sampl e 2 Sampl e 2 Item I? 

Sample 2 Item 2? 

**ERROR** Sample 2 Item 3? 

Call error correction Sampl e 2 Item 4? 

This will be displayed Item 3 deleted = 299 

INPUT ) 

18 [RTN] 

15 [RTN] 

13 [RTN] 

21 [RTN] 

11 [RTN] 

E [RTN] 

13 [RTN] 

6 [RTN] 

299 [RTN] 

C [RTN] 
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I SOLUTION I 

STEP INSTRUCTIONS DISPLAY INPUT 

2 Enter t he cor rect value Sarnole 2 Item 3? 2 [RTNl 

Cont i nue Sarnole 2 Item 4? 5 [RTNl 

4 End sample 2 Sarnole 2 Item 5? E rRTNl 

5 Vi ew the rank scores? View the ran ks? (YIN)? Y [RTN] 

6 Vi ew t he ranks. Use [RTN] Sample 1 

to see t he next rank. 1 , 1 S = 18 R = 8 [RTN] 

1 ,2 S = 15 R = 7 [RTN] 

1,3S = 13 R = 5.5 [RTN] 

1,4S=21 R = 9 [RTN] 

1 ,5S = 11 R = 4 [RTN] 
I 

Sarnpl e 2 

2,IS=13 R = 5.5 I rRTNl 

2 , 2 S = 6 R = 3 [RTN] 

2,3 S = 2 R = 1 [RTN] 

2,4 S = 5 R = 2 [RTN] 

7 View results. us i ng [RTN] as U = 1. 5 [RTN] 

above Z = - 2.08207 rRTNl 

8 End oroararn Run again, View again, or End? E [RTN] 
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IUSER INSTRUCTIONS I 

STEP INSTRUCTIONS DISPLAY INPUT 

Run II MANN" Mann-Whitney U-Test Statistic 

Sample 1 C = change, E = end 

1 Enter ; terns of samp 1 e 1 Sampl e 1 Item ' , 1 , A(l,i) [RTN] 

If an error was made: Sample 1 Item " C [RTN] 1. 

This will be displayed: Item i deleted = A(l,i) 

Gato 1 until done 

End sample 1 Sample 1 Item ;? E [RTN] 

Sample 2 C = change, E = end 

2 Enter items of sarnol e 2 Sampl e 2 Item ' , 1. A(2,i) rRTN] 

If an error was made: Samol e 2 Item " C rRTN] 1. 

Wi 11 not correct sample 1 Item i deleted = A(2 i) 
) 

Gata 2 until done 

End sample 2 Sample 2 Item ;? E [RTN] 

3 Do you wish to view the v; ew the ranks? (YIN)? Y [RTN] or 

ranks? If not. goto 5 N [RTN] 

4 Vi ew the ranks. Use the Sample 1 

[RTN] key to see the next 1,1 S = sample R = rank [RTN] 

rank. [BACK] to see previous 1,; S = sample R = rank [RTN ]/[BACK] 

rank Sample 2 , , , , , 

5 View U and Z, Use [RTN] and U = u value [RTN]/[BACK] 

[BACK] as above Z = z value [RTN]/[BACK] 

6 Review routine Run aqain, View aqain, or End? 

R = rerun the program - step 1 R [RTN] or 

V = review results - step 3 V [RTN] or 

E = end the program E [RTN] 
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I VARIABLE NAMES I 

NAME DESCRIPTION NAME DESCRIPTION 

A( ) Data storage Al ( ) Storage of ranks 

N(j) N of column j N Total N 

X9 Temporary input data value Z Z-statist ic 
Large and small 

U1 U2 U statistic K$ General use stri ng 

R1 R2 Sum of ranks in va r. 1,2 U' De l av f l aq, = 1 if [BACK] 

D Degrees of freedom used 

VARIABLES USED IN THE INDEX SORTING ROUTINE 

L Lower parameter of search U' Upper parameter of search 

I Middl e of binary search K1 Value to "search" f or 

T$ Uoper part of index stri ng B$ lower Rart of index 

A$ Index stri nq 

VARIABLES USED IN THE RANKING AND TI ED-VALUE CORRECTION ROUTINE 

L1 Last di screte rank value C1 Index (position) of L1 

CO Number of ranks that =L1 C2 Sum of indexes after Cl 
value to rep,ace 

T "Cu rrent" rank value R "current" tied ranks 

* Some variables used for more than one purpose 

) 
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Notes: 

INOTES AND REFERENCESI 

1. A maximum of 254 items (TOTAL) may be entered. This;s due 
design of the ranking program, and can't be changed easily. 
the Notes and References to Kruskal-Wallis statistic. 

to the 
See 

2. In accordance with statistical convention, the smaller of the two 
possible U-statistics ;s displayed. Variables Ul and U2 contain, 
respectively. the U-statistic computed using item 1 and the 
U- statistic computed using item 2. 

References: 1. J.E. Freund, MATHEMATICAL STATISTICS, (Prentice-Hall, 1962). 

2. S. Siegel, NON - PARAMETRIC STATISTICS, (McGraw-Hill, New York, 1956). 

3. TEST STATISTICS, HP-41C Users' Library solutions, (MANN - WHITNEY 
STATISTIC) . 

) 

) 
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IPROGRAM LISTING I 

10 ! Mann-Whitney t Dst s tatisti c 
2 0 REV 11/01/82 
3 0 
40 DIM A( 2SS1, A$[ 2SS1, l S [ 2SS 1,BS[ 2SS J, 

Al(Z S S) , Ne Z ) 
s o l> E. LAY ,5 
60 
70 ! R.:m k con ver s ion 
80 ! 
9 0 DEF FNC( X) = NUMCA$[X , X] ) 

1 () () 1 
liD ! ~rror correcti on 
1 20 ! 
130 DE F ~N!( X) = I N'1 (X*10'S " ,S)/ l0 '5 
140 DEF F NE 

150 Dr Sp " It BM" j N(S ) j "dele ted = " jACNCS) 
+NO) 

1 60 N=N-l @ N(S) - N( S)-l e FNL -O 
1 '70 END !)EF 
lBO I 

190 ! Delay rout i n e 
;~() 0 j 

~~1 0 DEF FNl) 

220 KS =KEYS e IF K$()CHRS (13) AND Ke ()e 
HRS ( 8) THEN 220 

230 FND=K$-CHR$(8 ) I END DE~ 
24 () I 

2S0 ! Initialize 
;.:~6 0 ! 
270 DISP "Mann -W hitfl ey U- test stati s 'fic 

280 

290 

3 00 
3 i 0 
320 
3:, II 
:,\41) 

3S0 

360 
370 

38C 

3l?() 

" 
ON ERROR BE EP 440 @ DISP 'Ent er' nUM 
~~ric , ["E"] , o r ["C " ]' E~ GOl() 3'5 0 
Ll / A(O) =- IN F @ CO=i @ N,NO , N(1),N(2 
) , R,Ci , C2=O 
I 

! Input loop 
! 
FOR S= 1. TO 2 
DISP "Sa Mpl~~ " ~B," ";CH r~~~ (:I.(?~:' ) ; " ::: 
chang(:~, " ,C H r~ '!1 ; <t97» " :::end" @ WAIf' i 
H$:::"" @ DISP "SaMple " ;S; "lt eM " jN (S) 
+1 j ffi INPUT Bt 
1. UPRCS(BI) - "[" TH EN 410 
IF UPRC$C}<$)= " C" AND N(S))() THEN U= 
FNE " COl O :\5 0 
IF UPRC$(BS)= "C " TH EN DI SP "Must ha 
va data to d e let e " @ BEEP 220 @ GOT 
Cl 35 0 
IF N)2S0 lHEN BEEP ~ DISP "WA RNING­
Can't accep t rl }254 " e WAIT 1. 5 

-C onve rsion f un ction fo r 
ra nktn q routine 

- Defin e precision of output 
- Delet e user' s t npu t e rr or a nd 
decreMe n t co unters 

- Wait for' 'RTN' or 'BACK' kf..' YS. 
Retur n 1 i f 'BACK' key 

-Er'f'or trap 

- Ent e r saMple value 

-E nd data ent r y if E i s e ntered 
-Cal l co rrection r ou ti n e if C 

i s e nt f..'rr:!d 
-R eturn e rr or if atte Mp t ing to 

de l e t o n on -ex i st ent dat a 

-Ret urn error if More tharl 254 
da ·f a itCMS E! n ter e(J 

47 
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[PROGRAM LISTING[ 

400 X9=VALCBS) @ N=N+1 @ N(S)=NCS)+i @ 
ACNCS)+NO)=X9 @ GOTO 350 

410 IF NCS)(2 THEN BEEP 220 e DISP ~MU5 

t have More than 011e iteM " ffi Go'ra 3 
~")O 

420 NO=N @ NE Xl S 
430 ()H" ERROR 
440 1 
450 1 Binary sort 
460 ! 
470 A'=CHRS(l) @ ACN+1)=-INF 
4(30 rem X=-"2 TD N 
490 L=\ @ UcX-\ 
SOD I=INf(CL+U)/2) 
S10 Kl=ACNUMCAS[I,I]» 
S20 IF A(X)=Kl THEN SSO 
530 IF AIX)(KI TH EN U=I-\ ELSE L-I>\ 
S4D IF U)=L THEN SOD 
sso IF 1>1 THEN B$=A'[i/I-iJ ELSE 8$= "" 
ShU IF l<X-i l HEN 'S=AS[I+1,LENCAt)] EL 

570 IF A(X){K 1 THEN A$=BS&(:HR$(X)~A$[I, 

LEN(AS)] ELSE A$=A'[l,Il&CHR'(X)&l'$ 
S80 NEXT X 
590 AS=A$&CHRS(O) 
600 ! 
610 ! Paired ranks 
620 ! 
6:30 FOR X::::i Tn N 
640 T~:A(FNC(X» '@ IF T()L1 I·\tm CO:;::1 lHE 

N L1 =T e A1(FNC(X»=X ffi Ci,C2=X @ G 
OTO 6'10 

6S0 IF l~Ll THEN LU~CO ~ j @ C2=C2+X 
660 IF X(>N AND T=Ll THEN 690 
670 R~C2/CO e FOR Q=C1 10 Cl~CO-i @ Al( 

FNCIQ))-R e NEXT Q 
680 CO=1 @ Ll=1 @ A1CFNCeX»=X m Ci)C2~ 

x 
6',0 NEXT X 
700 ! 
710 ! COMpute U and Z 
7~~0 ! 
730 Ri,H2:::0 m FOR X::~l 10 NC:l) m Rt=::TH+A 

ilX) " NExr X 
740 FOR X=N(l)+l TO N(1)+NC2) m R2=R2+A 

1 C X) m NEXT X 
7S0 U2=NC11*N(2)+N(21*CNC2)+1)/2-R2 
760 Ul~N(1)*N(2)+N(i)*CN(1)+1)/2 - R1 

'I'D U=U1 e IF U2(U i "HEN U~U2 
780 Z~(U-N(1)*N(2)/2)/SQR(N(1)*N(2)*(NC 

1 )+N(2)+1 )/t2 ) 
7';0 I 

BOO I View r'<Hlks 
El i 0 ! 

-IncreMen t co unter s, store 
value} and c()ntinu(~ 

-Bi n ary i nd ex sort 

- Bi n iH'Y search 

-Insert pr'eset index into AS 

-Store ranks in Aie) 

-Replace tied ranks 

-COMpU Te SUM of ranks in 
variable i and 2 

-COMpute U using variable 2 
-COMputD U using variable 1 
-Choose SMallest U 
-COMpute z-score 

) 
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\ 

8;::~O 

B:S () 
840 
est) 
860 
8'10 
B80 
89 0 

rl () () 

(J U ) 

92() 

93 0 
9 40 
9S0 
960 
970 
9nO 

990 

1 00 0 

101 0 
1 020 

1 0:10 

) 

IPROGRAM LISTING I 

DI S P "View t he r ~ n k s? ( " j CHR'( 217 ) j 
"/" ; CHR$ ( 2 06) j " ) I' j 

I NPUT K$ ~ K'=lJPRC' (KS& " " ) 
IF P OS ("N Y" , KS [ i,l ]) =O THEN 820 
IF K'- " N " THEN 970 
Xl ,X=O @ V= l 
lJ I S P "S a Mp l e " i Y 
X=X +l @ Xi=X i+l @ I F X} N THEN 970 
IF Xi ) N! Y) T H~N Y- Y+ l ~ Xl-a e X- X­
i (!! GO l O B7 () 
DI SP STR $ (Y ) ; " , " jSTR' ( Xl ) j " S= " j A( 
X) i "l~:-" " ~ ()i( X ) @. V ~;: FND 
I F V AND Xl ) 1 TH EN X-X- l e Xl -XI- l 
e GOTD 90 0 
I F V AND Y)1 TH ~N Y= 1 • Xl,X-N! I ) ffi 

GelTO 9 00 
GOlD BBO 
I 

! Vi ew U,V 
I 

DI SP !lU :: " i FN 1C U) (~ V:::: FND 
I F V T~1EN X= N @ Xl =N( 2 ) m Y=2 ffi GOT 
n 9 00 
DI SF' " l= " i f- NI( Z) @ V= FND e I F V THE 
N 970 
DlSP CHR'(210 ) j"un aga in , " j CHRS(21 
4)j"iew agai n , o r " jCHRS(i97)j" nd"i 
INPUT B$ ffi ~'-[J I' RC$ (B$~ " ") 

ON F'OS( "RVE" , B$[ l ,lJ) +l GOT O 1 000 ,2 
130 , 820, j ,030 
ST OP 

- Ro uti n e tCl v i e w th e ranks 

-Pr in t ou t/display r o u tine 

-R (~ 'J iew Modul e 

49 
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IPROGRAM DESCRIPTION I 

FISHER'S EXACT PROBAB ILI TY 

Fisher's exact probability test is used for analyzing a 2 x 2 contingency 
table when the two independent samples are small in size. 

a (1-) b (1+) 

c (11-) d (11+) 

Given frequencies a, b, c, ct, with a as the smallest frequency, this 
program calculates: 

1) the exact probability of observing the given frequencies in a 2 x 2 

table. when the marginal totals are regarded as fixed, and 

2) the exact probability Pi (;=1, 2 •...• a) of each more extreme table 

having the same margina l totals. 

Formula: 

Exact probability Po = (a+b)!(c+d)!(a+c)!(b+d)! 
, N!a!b!c!d! 

Where: N = a+b+c+d 

Each more extreme table (with the same margins) 

Where: PI. E{1.2 •... a-l,a} 

X! = (1)(1) ... (X-l)(X) 

) 
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ISAMPLE PROBLEM I 

Ca l cu l ate Po . P2• P3• and P4 for t he fol lowing tab le: 

Freq uency: f-1_.:..~_!-I...:lc::~_1 

NOTE: The table must be arranged as: 

F req ue n cy ~1---'1'::'~ -1--=~---1 

I SOLUTION I 

STEP INSTRUCTIONS DISPLAY INPUT 

1 Ru n "FISHER" Fisher Exact Probability Test 

2 Enter frequency A Enter Group 1- (A)? 5 [RTN] 

3 Enter frequency B Enter Group 1+ (B)? 8 [RTN] 

4 Enter frequency C Enter Group I 1- (C)? 10 [RTN] 

5 Enter frequency 0 Enter Group 11+ (o)? 7 [RTNJ 

6 Read probabilities , Use Exact probabi l ity = .01467 [RTN] 

[RTN] to see the next Prob. ( 1 ) = .05705 [RTN] 

probabil ity Prob. ( 2 ) = . 13691 [RTN] 

Prob . ( 3 ) = .1867 [RTNJ 

Prob . ( 4 ) = .12446 [RTN] 

Prob. ( 5 ) = .02872 [RTN] 

7 End program Run aga i n, View again. or End? E [RTN] 

) 
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IUSER INSTRUCTIONS I 

STEP INSTRUCTIONS DISPLAY INPUT 

Arranqe table so that a is 

the smallest frequency 

1 Run " FISHER" Fi sher Exact Probabil itv 

2 Enter frequency A Enter group 1- (A)? a [RTN] 

3 Enter frequency B Enter Qroup 1 + (B)? b [RTN] 

4 Enter frequency C Enter qroup 11- (C)? c rRTNl 

5 Enter freouency D Enter oroup 11+ (D)? d rRTNl 

6 View probabil i ties. Use rRTNl Exact probabil ity = I rRTNl 

to see next display. [BACK] Prob. (1 ) = [RTN] 

to see previous one Prob. (2) = [RTN]/[BACK] 
) 

Prob . (3) = [RTN]/[BACK] 

Prob. (4) = [RTN]/[BACK] 

Prob . (5) = [RTN]/[BACK] 

7 Review routine Run again, View again, or End? 

R = rerun the program - step 2 R [RTN] 

V = review results - step 6 V [RTN] 

E = end prooram E [RTN] 



11=1 ===::!.-I V~A~R~IA~B~L~E~N!£A~M~E~S~I =====::J 

NAME DESC RIPTION NAME DESC RIPTION 

P ( ) Probability storag§ K$ General input string 

F Factorial function A Group 1- (A) 

B Group 1+ (B) C Gro up 11- (C) 

0 Gro up II+ (D) N A+B+C+D 

I X Index values U Delay flag, = I if [BACK] 

INOTES AND REFERENCESI 

) Notes: 1. a must be the smal l est among the frequencies. Rearrange the table 

) 

if necessary. 

2. This program requires that a <= 50. To change this limit, change 
the dimension statement in l ine 70. 

3. This program contains a routine for calculating the factorial 
of a number in lines 170-230. You can use it in your own program 
as follows: 

1000 DEF FNF(N) 
1010 F=I 
1020 FOR X=2 to N 
1030 F=F*X 
1040 NEXT X 
1050 FNF=F @ END OEF 

2300 A=FNF(B)/C (Sample formula) 

References: 1. Sidney Siege l , NONPARAMETRIC STATISTICS, (McGraw-Hill, 1956). 

2. Sir R.A. Fisher, STATISTICAL METHODS FOR RESEARCH WORKERS, 
(Oliver and Boyd , 1950). 

3. Hewlett- Packard , HP-4IC Users' Library Solutions TEST STATISTICS, 
formula from program FISHER ' S EXACT TEST FOR A 2 x 2 CONTINGENCY 
TABLE, p. 39. 

53 



54 

IPROGRAM LISTING I 

10 ! ~ISHER - Fisher's exact 
20 test for a 2*2 contingency 
30 table 
40 ! REV 11/01/82 
SO 
60 DISP " Fi~5hE'r EXrlct Probab:i.li"ty 1e 

st " 
70 IJlM P(SO),K$[2()] 
SO ! 
90 ! Delay routine 

100 I 

110 Dn FND 

t;~O 1<1>::::I<EY~~ &! IF K~;< )CHra( j.3) AND I(,:\:( >C 
HI~$(8 ) THEN t;;~1l 

130 FND=KS-CHRIIB) I END DEt 
140 I 

ISO ! Calculate factori al 
t60 ! 

- 'W ait for' 'rnN' or 'BriCK' kE'YS. 
H[~t\Jrn i if 'BACK I b:')y 

170 DEF FNFIN) -Func,jon •• COMPU'. f.c •• rial 
180 P=1 
t 90 FOR x:<~ TO N 
?UO r "=:F*X 
Z:~1() NEXT X 
~:~20 FNF"F 
?30 END DEF 
~:~4 0 ! 
~~SO ! U.f"I:i.t output Pr'f.!c:i.s:lon 
26 0 ! 
270 DEF FNI<X) = IN1(X*100 000+ .S )/10000 

o 
2BD lNPln "Enter ' Cr'()\)p 1··- (PI) 7">A 
290 INPUl "Enter (~roup 1+ CD > ?";B 
~100 INPU T "[ntel" Gl"OUp 11-· ee) ,? " jC 
310 INPUT "En'"'' 'FouP II+ II) 'I";D 
320 IF CA(B)+<A(C)+(ACD)=3 lHEN 340 

330 BElP 880 @ DISP "A MusT be tt j p sMal 
1 ••• 'c eq ," ! WAIT I . COTO 140 

:540 N""A+B+C+lJ 
:"(,S;O ! 

360 I Calculiid€:.' prob. 
:~'1n I 

3nO rClR 1""0 "10 A 

390 P(l)=FNF(A,tB)*FNF(Ci'D)*FNF(A+C)*FN~ 
e ll+!) 

400 PCI)=PCl)/(FNFCN)*FNFCA-I)*FNFCBi'l) 
*FNF(C+i)*FNFCD-I» 

4111 NEXT I 
4 ;:~O ! 
430 ! Pr'into(Jt 
44() 

4S0 DISP UEx~ct probabi,lity = " ~FNI(P( O ) 
) @ U= FND @ IF U TI'~EN 450 

--FIJnction t(l de fi ne OIJtput 
pl"ec::i.stol"1 

- Enter ttlP frequencies 

-Verify ttl Bt A is the SMalles t 
·Fr'eq(J(,~ nc y 

-CaIClllate the pl' oh abilit ie s 
Stor'c~ (-~xac:T prob. :i.n A(O) 

- Dis play the p r'obabil ities 
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\ 

4 60 
470 
4BO 

490 
500 
5 1 {) 
S 2 0 
530 
~)40 

~;~:i 0 
S60 

570 

) 

) 

IPROGRAM LISTING I 

X~O 

X=X+ 1 ~ IF X)A THEN 540 
DI S P "P rob.( " ,X,") = ",FNI<P( X» @ U 
~FND 

IF U TH EN X=X-(X)1) e GOTD 480 
GOl D 47 0 

! RF:)view routine 
I 

DI SP CHR$(210), "un againJ "jCHRS(21 
4)j ":i. ew again, or "jC HR!I>(t97);" nd " 
; 
I NPUl KS @ K$~UPRC$(KS& '1 ") 
ON PO S("RVE",KStl,ll)+l GOTO 540,28 
0 ,45 0 ,570 
STOP 
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IPROGRAM DESCRIPTION I 

2-FACTOR ANALYSIS OF VARIANCE 

A two way analysi s of variance allows the user to test the null hypothesis 
against columns. (co ndition a), rows (conditi on b), and the interaction 
of rows and columns, (a*b). Th is program can be generalized to any sized 
p*q 2-factor experiment. depending upon memory size. Unequal cel l sizes are 
handled by considering each cel l as though it co ntained the same number of 
subjects as all t he other cells, with an adjustment based upon the harmonic 
mean. If the cell s izes are equal, the hannani c mean will have no effect. 

RESTRICTIONS: If the cell sizes are rel evant to the experimental manipu lation, 
then other methods should be used. Severe variations in cell 
size (greater than 2:1) should be avoid ed . A negative Sum Square 
for the interact i on term ;s ca use for the immediate use of other 
methods. 

p = number of rows 

q = number of col umns 

Cell means Total 
Xll XI2 .... 
X21 X22 .... 
X31 X32 .... 

· · . · 
Xp1 Xp2 .... 

Tota 1 BI B2 .... 

Intermediate fo rmu l as: 

(I ) 

(2) 

(3 ) 

(4 ) 

= G2!pq 

= ( La~)!q 

= (LB})!P 
- 2 

= (LXij ) 

Harmoni c mean ilh = 

X1q al 

X2q a2 
X3q a3 
. · · . · 
Xpq ap 

Bq G 



I JPROGRAM DESCRIPTION I ) ~==~~~~~~~~~~~==~ 

) 

) 

2- FACTOR ANALYSIS OF VARIANCE (continued) 

55. . = n: EX _ C l.] ~ 2 (EX .. ~ 2) 
wlth,n c ci j n

ij 

df = p- l a 

dfb = q- l 

SSab = "h[ (4) - (2) - (3)+( 1)] 

df = ELn .. - pq 
W lJ 

dfab = (q-l )(p-l ) 
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STEP 

1 

2 

3 

6 

6b 

7 

7 

6 

6b 

7 

ISAMPLE PROBLEM I 

An experimenter wishes to study the effects of standard vs. 
reverse polish calculation under 3 conditions of instruction 
by scoring the number of errors per 100 calculations. 

Conditions (B) 
1 2 3 

Calculators (A) RPN 3,3,2 2,2.1 3,1,2 

STANDARD 9,6,7 8,6,6 9,5 

(artificial data) 

I SOLUTION I 

INSTRUCTIONS DISPLAY 

Run "AOV2F" 2-Factor Analysis of Variance 

Enter t he row dimensions How many rows (p)? 

Enter the column dimensions How many columns (q)? 

Display the means Print the means (YIN)? 

C to correct. E to end cell 

Enter column (1,1) Row 1 Clm. 1 Item I? 

Row 1 Clm. 1 Item 2? 

Row 1 Clm. 1 Item 3? 

End column (1,1) Row 1 Clm. 1 Item 4? 

Read mean and SO (n-1) [1, 1] Mean , 2.66667 N , 3 

Use [BACK1 to rev; ew mean [1, 1] Std. , .4714 

Enter column (1,2) Row 1 Clm. 2 Item I? 

Row 1 Clm. 2 Item 2? 

Row 1 Clm. 2 Item 3? 

End column (1,2) Row 1 Clm. 2 Item 4? 

[1,21 Mean '!. 66667 N = 3 

INPUT 

2 [RTN] 

3 [RTN] 

Y [RTN] 

3 [RTN] 

3 [RTN] 

2 [RTN] 

E [RTN] 

[RTN] 

[RTN] 

2 [RTN] 

2 [RTN] 

1 [RTN] 

E [RTN] 

[RTN] 
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1 1~============~I~S~O~L~U~T~I~O~N~I============~ 

STEP INSTRUCTIONS DISPLAY INPUT 

[1 ,2) Std. = .4714 [RTN ) 

6 Enter co lumn (1 ,3) Row 1 Clm . 3 Item I? 3 [ RTN) 

Row 1 Clm . 3 Item 2? 1 [RTN) 

Row 1 Cl m. 3 I t em 3? 2 [RTN) 

6b End column (1,3) Row 1 Clm. 3 Item 4? E [RTN) 

7 [J , 3] Mean = 2 N = 3 'RTN] 

[1,3] Std. = .8165 'RTNl 

6 Enter column (2 , 1) Row 2 Cl m. 1 Item I? 9 [RTN) 

Row 2 Cl m. 1 Item 2? 6 [RTN) 

Row 2 Clm . 1 Item 3? 7 [RTN) 
) 

6b End column (2 , 1) Row 2 Clm. 1 Item 4? E [RTN) 

7 [2,IJ Mean = 7 . 3333 N = 3 [RTNJ 

[2 ,1] Std. = 1.24722 I [RTN] 

6 Enter column (2 ,2) Row 2 Clm . 2 Item 1? 8 rRTNl 

Row 2 Clm. 2 Item 2? 6 [RTN 1 

Row 2 Clm. 2 Item 3? 6 [RTNJ 

6b End co l umn (2,2) Row 2 Clm. 2 Item 4? E [RTN] 

7 [2 , 2J Mean = 6. 66667 N = 3 ' [RTN J 

r2 21 Std. = .94281 rRTN1 

6 Enter col umn (2 3) Row 2 Clm. 3 Item 1? 9 [RTN] 

**E rror** Row 2 Clm. 3 Item 2? 95 rRTNl 

6a Ca 11 error correcti on Row 2 elm 3 Item 3? C rRTNl 

) This will be disp l ayed : 2 3 2 de l eted = 95 

6 Enter correct value Row 2 Cl m. 3 Item 2? 5 [RTN1 

6b End col umn (2,3 ) Row 2 Clm. 3 Item 3? E [RTNJ 
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I SOLUTION I 

STEP IN STRUCTIONS DISPLAY INPUT 

7 [2 31 Mean = 7 N = 2 [RTN1 

[2 3] Std. = 2 RTN] 

9 Read output usinq [RTN1 key A SS = 99.28205 df = 1 rRTN1 

to see next resu l t. A MS = 99 . 28205 F = 58 . 50549 [RTN] 

B SS = 1. 94872 df = 2 [RTN] 

B MS = . 97436 F = .57418 [RTN] 

AB SS = .10256 df = 2 [RTN] 

AB MS = .05128 F = .03022 [RTN] 

Within SS = 18. 66667 df = 11 I [RTN] 

Within MS = 1.69697 I [RTN] 

10 End proqram Run aga i n, View aga in . or End? E [RTN] 
) 
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)~I ====~IU~S~E~R~IN~S~T~R~U~C~T~IO~N~S~I====~ 

STEP INSTRU CTIONS DISPLAY INPUT 

Run "AOV2F" 2-Factor Analysis of Variance 

1 Enter row dimensions How many row s (o)? o [RTN] 

2 Enter co lumn dimension s How many co l umns (o)? o [RTN l 

3 Disolav cell means? Print the means (YIN)? Y or N [RTN] 

C to correct, E to end cell 

4 Enter ce ll value Row ; Clm. j Item c? Xijc [ RTN] 

Sa If error, cal' correction Row; Clm. j Item c? C [RTN] 

Thi s will be displayed: i, j,c deleted = Xijc 

If not done, goto 4 else 

) 
5b If cell ;s finished Row ; Cl m. .i Item c? E [RTNl 

6 If yo u answered Y to #3: ri. il Mean = N- I rRTNl 

[i ,j] Std . = [RTN]/[BACK] 

7 Gato 6 until a'1 rows and 

columns are done. 

8 Read output . Use [RTN] key A 55 = df = I fRTNl 

to see next result, [BACK] A MS = F = I rRTN1/fBACK 

key to see previous resu lt. B 55 = df = I rRTNl IfBACK' 

B MS - F - I rRTNl/fBACK 

AB 55 = df = [RTN]/[BACK] 

AB M5 = F = I fRTN1 / [BAC K' 

Within 55 = df - [RTN]/[BACK] 

Withi n M5 - [RTN] /[BAC K] 

9 Rev; ew rout; ne Run again, Vi ew aqain, or End? 
R = rerun the prog ram - step 2 R [RTN] 

) 

V = review resu l ts - step 8 V [RTN] 
E = End the oroaram E [RTN 
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I VARIABLE NAMES I 

NAME DESCRIPTION NAME DESCRIPTION 

P Number of rows (o) Q Number of columns I q } 

AI } Sum of cell means ( row) X ( ) Temporary cell storage 

B ( ) Sum of cell means (e l m) NO Temporary n per cell 

X$ ,A$ General input strings Nl Grand total n 

Xl Temporary Ex per cell X2 Temporary Ex2 per cell 

Gl Grand sum of cell means SO Temporary SD(x} of cell 

A2 Sum of A- squared B2 Sum of 8-squa red 

HI Hannonic mean M Temporary mean of cell 

E1 Computation formula #1 E3 Computation formula #3 

E4 Computation formula #4 E5 Computation formula #5 

51 Sum-Squared of A (SSa) Ml Mean-Squared of A (MSa) 

52 Sum-Squared of B (SSb) M2 Mean- Squared of B (MSb) 

53 Sum-Squared of AB (SSab) M3 Mean-Squared of AB (MSab) 

54 Sum-Squared withi n cell M4 Mean- Squared within cell 

01 Of. of A (p-l) 02 Of. of B (q-l) 

03 Of. of AB (q-l) 04 Of. within (G-P*Q) 

F1 F- rat i o of A F3 F-ratio within 

F2 F- ratio of B PI Flag I-display cell means 

INOTES AND REFERENCESI 

Notes : This program is limited to 20 rows, 20 columns, and 50 items per 
cell. To change this. change the dimensions in line 80 . 

References: Winer, B.J ., STATI STICAL PRINCIPLES IN EXPER IM ENTAL DES IGN 2nd ED. , 
(McGraw-Hill, New York, 1971), p. 446-447. ' 



IPROGRAM LISTING I 

i() I ANOVA2F - 2-fac to r 
20 Anal ysis of vari a nce 
30 (equa l or unequal cell siz.) 
40 ! Unweighted (NON l(Jdst-sq uares) ME' 

thod 
SO ! REV 11/01/82 
/.I() 

70 DISP I' 2-Factor Analysi s of Varianc 
e " @ WAIT 1 

BO DIM A(20),FH20),X$tS01,X(S()) ) A${20] 
?O ! 

tOO! Preci s:i.o n 
110 
120 DEF FNl(X) = IN1(X*10~S+ .5)/l0AS 

1 :'~ 0 I 

140 I Correction 
1 SO 
160 DEF FNE 

170 IF NO (l THEN BEEP 880 ~ DISP "M UDt 
Have da ta to dolete" @ coro 200 

180 DISP I;" , ";J;"," ;NO j"Deleted ~ " jX (N 
0) E! WAIT 1 

) 190 Xl =X I-X(NO) @ X2-X2-X(NO)"2 e NO - NO 
- 1 e Nl =Nl- 1 

) 

200 ~NE=O ~ LND DE~ 
2 10 ! 
220 ! Dela y 
~~30 ! 
~~4 {) I)EF FNl) 

~:!S 0 

260 
270 
2S{J 
290 
3 00 
~, j 0 
320 

330 
:.~ 4 n 
:~S O 
:~60 

370 
380 
:190 
400 

410 

X$= KEY S ~ IF X$()C.1RS( 13) AND XS<}C 
I·m $ (a) THEN ~~S() 

FND-XI=CHRI(S) • END DE~ 
I 

! I n itialize 

INPUl "How Many r ows (p) ? " if-' 
INPUT "H()w Many coluMns (q) ? " iQ 
INPIJT "Print ttlO Mea n s (YIN) ? " i X$ 

€;t pl.;"pnn(I.Jpr~C$(X~~) ~ "Y" ) 

FeW X::c:i TO p m A(X):":O (f,' NEXT X 
FOR Y= 1 TO Q fu B(Y)~O ~ NEXT Y 
Ni,Ci,S4,ES,A2,B2, Mi,N1 ,Hl=O 
DIsr' CHI;:'!t, (19S)i" to COI'rect) "i CHk<.li 
(1.97)j" to end cell," @ WAIT 1 
I 

! Error tra ppi n q 
! 
ON ERROR BE~P 880 e DISP "P l (!dsG en 
fer [El,[Cl,or nlJMerie" R WAIT i @ 
LenO 461) 

-Function t o define output 
pre c i s ion 

-Error corr ec tion routin e to 
delete data frOM conn'tei'D 

--W.;:;:tt for' 'r<TN' () I" 'Bt-,CK' kf~Y~:" 
R("~'I'IJl' n ::; :\. ir ' flACK' key 

-Star t ing prOMpt s 

-I rliti alize counters 

-Error Message for data entry 
('O lJt j,fle~; 
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IPROGRAM LISTING I 

420 ! lrlpllt routine 
430 I 

440 FOR I~l TU P @ FOR J~i TO Q 
450 NO~O @ X1=O @ X2=O 
460 DISf' "r~ovJ",I;"C1M. "jJi"IteM"jNO+ij 
470 X$="" @ INPU1' XS 
480 IF POSCUPRC$(X$) / "C") lH~N U=FNE @ 

GOTO 460 
490 H POS(UPRC$(X':j;),"E") lHEN SSO 

SOU X=VAL(XS) ~ Xl=Xi'~X @ X2=X2iX A 2 @ N 
O=NO+i e X(NO)=X ffi Nl=Nl+i 

SU) GOTO 460 
520 ! 
S30 1 End cell 
540 ! 
550 IF NO(2 THlN BEEP 880 e DISP "Must 

hove )1 d.'UM par call." I WAIT 1 I 
GOlD 460 

560 M=Xi/NO @ S4=S4+X2 - X1 A 2/NO 
570 Hl=Hi+i/NO @ ACI)=A(I)i'M ~ B(J)=BCJ 

)+M 
580 ES=ESi·M h 2 ~ Gl=Gl+M ~ SD=SQR«X2-Xl 

"2/NO) INO) 
S~O IF Pl=O THEN BE~P 440 ~ GOlD 620 
600 DISF' "["i1i")"jJj"] Mean ="jFNICMl; 

"N=";NO @ IJ=FND G IF U THEN 600 
610 DISP "[";l;"I";J;"] Std . =";FNICSO) 

ffi U=FND @ IF U TI~EN 600 
620 NEXT J @ NEXT 1 
630 Hl"'P*(l/H! 
640 FOR 1=1 TO P @ A2=A2+ACI)A2 @ NEXT 

I . 

6S0 FOR J=i TO Q ~ B2=B 2 +B(J)A2 @ NEXT 
J 

660 I 

670 ! Sub-equations 
6BO ! 
690 Ei=Gi~2/(P*Q) 
700 E3=A2/Q ~ E4=B 2 /P 
'7 t () ! 
720 ! Co~pu1e SS,MS,df,F 
7~<; () ! 
'740 Di=P-i @ 5i=Hl*CE3-El) @ Ml=Sl /Di 
7S 0 D2=Q- 1 @ S?=Hl*t E4-Ei) e M2=S2/D2 
7 t )() D3=CQ - i)*(P - l) @ S3=.~1*(ES- l3-- E 4 +El 

) f~ M:.?i =<:L3 /D3 
77 0 U4=Nl-P*Q @ M4= S4/D4 
780 Fi=M 1/M4 @ F2=M2/M4 ~ F3=M3/M 4 
'7 ? 0 ! 
noo ! Display thf~ rf:~~:;ult:;> 
U ~. (J I 

O?() DI BP ":; ~3b::c";FNI(n:l.)i"df"" " i J):\. Ii? \.J"" 
FND e IF lJ ·rH: N 820 

-Data entry 

-Call error' correction if 'C' 
is ~·~ntm'E-)d 

-C()to fmd of cell if 'E:' is 
en H·)?' () (j 

-IncreMent cell COIJnters and 
total N 

-HarMonic Mean counter, grand 
total 

-Cell standar' d deui~tion (n) 

- Display Mean if Pi is set 

- COMpI!te SUM of A-squar'ed, SUM 

of B ·- ~;q\Jar' ccl 

_·C oMputation 

-·Display results 

) 
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)bl ===!..!:IP=..!R~O~G~R~A:!!:M~L~I~S~Tc.!:.IN~G!...!::1 ======:l 

) 

) 

830 

040 

BStJ 

DISP "A MS= " ~ FNI(Mt),"f" = ";FNl(Fl) 
@ U-FND e I F U THEN 820 
DISP tiE< SS= " ; F: Nl (S2 )," di" = ";D2 e 
U'fND I IF U THEN 830 
DISP liB MS=: " ; FNI(M:.~ )i " F": "i FN I<F2 
) @ U· FND I I F U THEN 840 

BI ... O DISP "AB SS= "jFNI( S3) j" d f= " , D3 I!! 
U=F ND @ IF LJ THEN 85U 

8'/ 0 DISP "AD M S~' ''iFNI(M3)i'' F"~: "jFNI(F 3 
) @ U=FND @ IF U THEN 860 

880 DISP " Within 55= " iFNl(S4) i "dr = " j D4 
I U-FND e IF U THEN 870 

890 DISP "Wit h in MS="jFNI(M4) @ U=FND e 
It=" U TH:::N 8 BO 

900 DISP CHR$(210)j " un again, " jCHR$(21 
4)}"iew again, or "iCHR$(197 )j"nd " j 

91() INPLJ1 At ffi A$ :: UPRC~; ( A$& " " ) 
92 0 ON POS C"RVE" , A$ [l,i)+l GOTO 900,30 

0 ,820 ,93 0 
9 ;1 0 STOP 

- Rev iew Moc\ule 
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IPROGRAM DESCRIPTION I 

BARTLETT'S CHI-SQUARE STATI STIC 

Bartlett ' s Chi-square has a distribution (approximately) with k-l degrees of 
freedom which can be used to test the null hypothesi s that the variances 
are all estimates of the same population va riance. 

F max tests the hypothesis that the largest and the smallest variance come 
from the same population of variances . 

Formula: (Note: X = CHI) 

2 2 K 
X = f 1n (S ) - E f; 1n (5;2) 

i =l 

Where: 5i 2 = Sample variance of the ;th sample 

Fi = Degrees of freedom (oi-1) of the ;th sample 

K 
f = E f; 

i=1 
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)FI ======~IS~A~M~P~L~E~P~R~O~B~L~E~M~I====~ 

) STEP 

I 

2 

I 

3 

4 

) 

5 

Determine whether the variances of the groups shown below differ sig­
nificantly across the groups . The obtained chi - square of 1.04 shows 
that the differences are not si gnificant . 

GrouQ N (not used) Variance (0 ) Degrees of freedom (df) 
I 21 12.20 20 
2 13 13.50 12 
3 15 7.86 14 
4 10 10.89 9 

Of ;s based upon N- I 
Data comes from Edwards, EXPERIMENTAL OESIGN IN PSYCHOLOGICAL RESEARCH. 

I SOLUTION I 

INSTRUCTIONS DISPLAY INPUT 

Run "BARTLETT" Bartlett 's Chi-square Stab sti c 

E,E to end, C,C to correct 

Enter sampl e I Sample 1 enter var. df? 
!c'~j cU 

RTN 

Enter samDl e 2 SamDl e 2 enter var. df? 
13. ~i 1< 

RTN 

**Error** Sampl e 3 enter var. df? 12 3 [RTN) 

Call error correction SamDl e 4 enter var. df? C C rRTNl 

This will be displayed: Sampl e 3 deleted = 12,3 

Enter correct values Sampl e 3 enter var., df? 
7.86

j 
I. 

[RTN 

Enter sample 4 Sample 4 enter var .• df? 11?-89,9 RTN) 

End data input Sample 5 enter var . df? E,E [RTN) 

Real results. Use rRTNl to Ch i -sauare = 1.04955 IrRTNl 

see next item. Fmax = !. 71756 I [RTN) 

df = 3 I rRTNl 

End orooram Run again, View again, or End? E [RTN) 
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IUSER INSTRUCTIONS I 

STEP INSTRUCTIONS DISPLAY INPUT 

I Run "BARTLETT" Bartlett's Chi - square Statistic 

E,E to end, C,C to correct 

2 Enter va lue of sample Sampl e i enter var. df? a ,df. [RTN] 

3 If an error was made : Sample i enter var, df? C,C [RTN] 

this will be displayed Sampl e i deleted = Si ,OFi 

Goto 2 until all samples have 

been entered 

4 To end data input: Sample i enter var. df? E, E [RTN] 

5 Read display. Use [RTN] to Chi - square = [RTN] 

see next item, rBACKl to F max = [RTN]/[BACK] 
) 

see Drev;ous item df = [RTN]/[BACK] 

6 Review routine Run aaa;n Vi ew aoain, or End? 

R = rerun the program - step 2 R [RTN] 

V = review results - step 5 V [RTN] 

E = end the program E [RTN] 



• 

(,===~I V.!...:A~R~IA~B~L~E~N~A~M~E~S~I = = = =l 

) 

) 

NAME DESCRIPTIO N NAME DESCRIPTIO N 

S2( ) Variance storage F ( ) Storage of df. 

A$ 
~~riance input, 
eneral use BS Of. input 

?~ l a~lflag , = I if K Total number of samp 1 e U BACK used 

S4 Sum of inverse df Ml Minimum vari ance 

Al Maximum variance MO F max 

CO Chi-souare value 0 
Total df. (degrees 
of freedom) 

INOTES AND REFERENCESI 

Notes: 1. This program is presently limi ted to a max i mum of 50 samples. 
To change this l imit. change the dimension statement in l i ne 70 . 

2. Because a different method was used, the solution to the 
sample problem i s slightly different from the solut i on in 
Edwards EXPERIMENTAL DESIGN IN PSYCHOLOGICAL RESEARCH, p. 198. 

References: 1. Hald, A. , STATISTICAL THEORY WITH ENGINEERING APPLICATIONS, 
(John Wiley and Sons, 1960). 

2. Edwards, A., EXPERIMENTAL DESIGN IN PSYCHOLOGICAL RESEARCH, 
(Rinehart & Co . , 1950) , p. 198 . 

3. Hewlett- Packard, HP-41C Users ' Library solutions TEST 
STATISTICS. Procedure from Bartlett ' s Chi - square Stat i stic. 
p. 46 . 
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IPROGRAM LISTING I 

10 BARTLElT - Bartlett's Chi-
20 ! sqllare sTatistic (Test for 
30 hOMogeneity of va riance) 
40 f 
SO I REV 11/01/82 
60 DISP "Bartlett's Chi-sqlJarO Sta t ist 

le" e WAI f 1 
70 DIM 62(50) 1F(~)O) ,A$[10) ,Bt(10] 
80 ! 
90 ! Corrae'rion routine 

1.00 ! 
1.1 0 DEF FNE 
120 I F 1«1 THEN BEEP 440 e VISP "Must h 

aue data to delete" @ GOTD 150 
130 DISP "SaMple" ;K;"deleted = " ;S2(K)j" 

,",iF'I() 
140 S2=S2-S2(K)*FCK) e F=F-FCK) @ 53=53 

-F(Kl*LOG10( S2(K» ffi S4=S4-1/F(K) @ 
I<'"K-l 

150 FNE-O ~ END DEF 
160 
170 ! Delay routine 
:1.80 ! 
190 DE, FND 

200 K1;::KEY~~ Ii? IF l<~li(>CHI~$(B) AND 1(1',<>CH 
r<~;(Ll) THEN ,~OO 

210 FND=K$=CHR$(B) @ END DEF 
220 DEF FNI(X) = INT(X*10~S+.S)/10AS 

2~O S2,S3,S4,F,K=O @ Al =- INF @ Mi=INF 
240 DISP "E,E to end, G,e t o correct" ~ 

WAIT !. 
~~:jO ON c.r~R()l~ l{EEP 220 @ DISP "En tEH' EEl 

[RTN1,[C](RTNl or S2~F" @ WAIT i @ 
GOTO 260 

260 DISP " SaMple " ; Kilj"enter va r. I df " j 
270 INP UT AS ,lI$ 
280 IF POS(UPRC$(A$[1,11), "E") THEM 360 

290 I F POS(UPRCS(AS[l,l]),"C") THEN U=F 
Nl: e GOTD 260 

300 S2CK+l)=VALCAt) e r·(K+l)=VALCBC) 

3 j (I S3=S3+VAL.(B$):t.LOC10(VAL(At.» @ 84=9 
4+ 1 1V?'t!. .. (B$) 

320 F=F+VAL(Bt) ~ S2=S2·IVAI. CAS)*VALCB$) 
ffi K=K+1 @ GOrD 250 

330 t 
340 tEnd uf data 
3SU ! 
360 S2=92/F @ CO=(F*LOG10(S2)-S3)*2.302 

6/(1+j./(3t (K -1. »*( S4-j./F» 
37D FOR 1= 1 TO K ill IF S2(I)}Al THEN Ai = 

52 ( I ) 

-Currec t user's output 

-Dele t e incorrect value frOM 
the countt:cors 

-Wait for 'l~TN" or 'BACI<' kE!Y~;. 
Ret urn i if 'BACI(' key 

-Fu n ction Tt) define the ()Utll(!t 
IH' ec: is:i. on 

- Ini tialize counters 

-E~'ror' trap 

-Goto end-of-data if '£' is 
fe' n t t·:·) r' E·) cI 

- Call error correctinn if 'e' 
i S E.'I") tEH' e rJ 

- IncreMen t counter;i Bnd enter 
rH?xt Sempl e 

-End of d a1~- COMpute 
c h i-~~quBre value 

-DeterM in e MaXIMUM/MiniMuM 
va,' iance 



)bl ======~IP~R~O~G~R~A~M~L~I~S~T~IN~G~I====~ 

) 

) 

380 IF 52(1)(MI THEN HI =52( J) 
390 NEXT I 
400 MO=AI/HI ~ D=K-I 

410 PRIN'!' "Chi-squar e = " jFNl(CO) ~ U~FN 
o @ IF U l' I "II~N 410 

420 PRINl "FMax =";FNICMO) ~ U=FND @ I F 
U THEN 410 

430 PRINT "df= HjD @ U=FND ~ IF U l HEN 4 
20 

440 DISP CHR$(210);"un again, ";C HR$(Z1 
4)j"iew agairl , or' h jCHR$(j, 97 ) j "~d I I 

; 
450 INPUT "? " j AS @ AS =UPRC$(A O& " ") 
460 ON POS("RVE " IASt l,1)+1 GOTD 440,23 

0,410,470 
470 STOP 

- COMpute F Ma x, t otal degrees 
of freedoM 

- Di s play t tle results 

--Review Modul e 
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IPROGRAM DESCRIPTION I 

DIFFERENCES AMONG PROPORTIONS 

This program tests proportions in independent sets of data to determine if 
each could have been randomly drawn from the same population of proportions. 
A chi-square stat i stic with k-l degrees of freedom is computed. Theta is 
a measure of association between the independent (groups) and dependent 
(proportions) variables. 

Equations: 

, 2 
(C 1 ,i-"i8) 

"iaO- e) 

Where: 

K = number of samples 



jF======~IS~A~M~P~L~E~P~R~O~B~L~E~M~I====~ 

STEP 
) 

1 

2 

3 

4 

) 

5 

Suppose that a simple test of mechanical ability is given to 4 groups 

of school children under the cond i tions found below. Determine whether 

there is a difference among the effectiveness of the 4 experimental con­

ditions by testing the null hypothesis , which i s that the proportion of 

successes in the 4 gro ups should not be significantly different. 

C, C2 

Cond; tiDn Fail ure Success 

Extensive t raining before 1 unch 8 42 

Extensi ve trai ning after lunch 12 18 

Mi nima 1 training before l unch 50 170 

Minimal traini ng after lunch 9 90 

I SOLUTION I 

INSTRUCTIONS DISPLAY INPUT 

Run "DIFF" Differences Amona Pronortions 

E E to end i nout C C to correct 

Enter case 1 fa il success Samnle 1 enter C1 C2? 8 42 rRTNl 

Enter case 2 Sampl e 2 enter C1,C2? 12,18 [RTN] 

Enter case 3 Samol e 3 enter C1,C2? 50,170 [RTN] 

**Error** Samol e 4 ente r C1 ,C2? 19,19 [RTN] 

Ca ll correction routine Samol e 5 enter C! C2? C C rRTNl 

This will be disolaved: Samole 4 del eted = 19 19 

Samole 4 enter C1 C2? 9 90 rRTNl 

End data input Sample 5 enter C1,C2? E,E [RTN] 

Real display, use [RTN] to Chi - square = 16,50082 [RTN] 

see next output. df = 3 [RTN] 

Theta = .19799 I [RTN] 

End oroaram Run again, View aga i n, or End? E [RTN] 
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IUSER INSTRUCTIONS I 

STEP INSTR UCTIONS DISPLAY INPUT 

1 Run "DIFP Differences Among Proportions 

E,E to end input, e,c to correct 

2 Enter indicated case: Sampl e i enter Cl,C2? Cl i ,C2i[RTNl 

If you made an error: Sampl e i enter Cl C21 C,C [RTN] 

This wi 11 be displayed : Sampl e i deleted = Cli C2i 

Goto 2 until all data has 

been entered. 

3 End data input Sample i enter C1 C21 E E rRTNl 

4 Read output. User [RTN] to Chi-square = x2 IfRTNl 

see next output fBACKl to df = df [RTN]/[BACK] 
) 

see previous output. Theta = e [RTN]/[BACK] 

5 Rev; ew rout; ne Run again, View again, or End? 

R = rerun the program step 2 R [RTN] 

V = rev; ew resul ts - step 4 V [RTN] 

E = end prooram E rRTNl 



)F====~IV~A~R~IA~B~L~E~N~A~M~E~S~I====~ 

) 

, 
) 

NAME DESCRIPTION NAME DESCRIPTION 

Cl( ) Storage of condit i on 1 C2 ( ) Storage of condition 2 

A$ General use, input Cl( ) B$ Input C2( ) (Condition 

Xl Sum of condition 1 Nl Sum of N(;) 

N Total N T Theta 

0 Degrees of freedom C2 Chi-square va lue 

NO Temporary N(i) 

INOTES AND REFERENCESI 

Notes : 1. A maximum of 300 samples may be entered. To change this l imit. 
change the dimens i on statement in line 70. 

References: 1. J . Freund, MATHEMATICAL STATISTICS, (Prentice-Hall, 1971). 

2) 

2. Al l en L. Edwards, EXPERIMENTAL DESIGN IN PSYCHOLOG ICAL RESEARCH 
(Rinehart & Co ., 1950), p. 74 . 

This program was derived from the HP - 41 Users ' Library So lut i ons Book, "Test 
Stat i stics", program DIFFERENCES AMONG PROPORTIONS, p. 9. 
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IPROGRAM LISTING I 

10 ! DIFF-- Differences 
20 I aMong proportion s 
30 REV 11/01/82 
40 ! 
50 DELAY .5 
60 DIS~ "Differences aMong p r oportion s 

" 
70 DIM Ci(3tlO) ,C~~(~500) I A$[S()],H1; [~:)O] 

80 
9tl ! Correction 

100 
II 0 DEF FNE 

120 IF Net THEN BEEP 220 e DISP "MIIS1 h 
ave data to delete" @ WAIT 1 @ GOTO 

1S0 
130 DIm' "SaMple"jNi"delf?ted =";C1,(N)i " 

)" ;C2(N) H? WAIT t 
140 XI - XI-CI(N) ~ NI-NI - CI(N) - C2( N) ! N 

- N-l 
150 FNL-O I END DEF 
160 ! 
1'70 ! Df:!lay r' outi rH? 
i80 ! 
190 DEF FND 

200 AI - KEYS I IF AIC)CH R$ (B) AND A$IICH 
R~';(13) THEN ~:!oo 

210 FND~A$=CHR$ (8) @ END DEF 
220 DEF FNI(X ) = INT( X*j, O"5+.S) / l0"'S 

230 ! 
240 ! I rlput rOl)tine 
;:~S() ! 
260 Xl,Nl}N={j 
270 DISP CHR't(197);" to end inpu t " " ;CH 

R$(t9S)i" to COf'rE)c1" (~! WAll j 

280 ON ERROR BEEP 220 H DISP 'EnTer ["E 
"],["C"l,Ol' [ Ci.}C:;~]' @ W~dT :l..~) (f' G 
OTO 290 

290 DISP "S a Mp le"jN+i j " enter C1,C2 " 
«) INPUT A$, B"t 

300 IF UPRCIIAI) ·"E" THEN 340 

3iO IF UPR(:$(A S)="C" THEN U=FNE @ GOlD 
2S> O 

320 Cl (N+l )=VAL CA$) P C2 CN+i)=VALCB$) ~ 

N ~·" N ·I t 
330 Xl=Xi+C!CN) ~ Nl=Nl+C 1 (N) +C2(N) @ G 

010 29l) 
340 IF N( 2 THEN BE~P 220 @ DISP "Please 

e ntE:" ~' Mo r'(·~ t han 1 !:;,)Mple " @ WAI f 1 
f~ GOlD 290 

350 

- Routine to correct error and 
d~creMent countmrs 

-Wa it for' ~RTN' or ~ B ACK' key. 
I~eturn 1 for iI~AC I(' hey 

-F unction tp de f i ne ou t pu t 
precision 

-Err or tr'ap- r 8turrlS w~r 'l ing if 
i l legal da t a i s entered 

-E nd di:lta f;!nt ry if iF':' i!:; 
f:·! n t €I l' (·:·)[1 

-Call correction routine if 'e' 
is entered 

- IncreM en t counters, store 
condiT:i.on valu~~f:",} i:lnd cont 

-£ n(l routine- verify th at N)1 

J 

) 



) 

) 

) 

IPROGRAM LISTING I 

360 ! COMputation 
37 0 I 

381l T=XilNI. 
390 D=N- l 
400 C~~:."O 

41 0 FOR 1=1 TO N 
4 20 NO=Cl(1 ) +C 2( I) 
4 3 0 C2=C2+(C1(I) - NO*T}A2/(NO*T*C1-1» 
441l NEXT I 
450 ! 
4 60 ! Prin t out 
470 ! 

4 f.!O PRINT " Ch i··squ are = " )F Nl(C2 ) e U==F N 
D @ IF U THEN 4 8 0 

4 S' 1l PRIN'l "elf ::::" jD f!! U"" fND ~ I F U TH EN 4 
nil 

soo PRINI "Theta ="iFN I (T) @ U=FND e IF 
U THEN 490 

SU) I 

S2() 
530 
'::;4 0 

sso 
St,(j 

S;70 

! r~C!Vif~W T'ou'l'ine 

DISP CHR$(210)j "u n agai n , " jCHR$(21 
4) j"if:~W clq a:i.n , (H' "jCHR$(197)j"nd " 
; 
INPUl AS @ A$== UP RCSCAS& " I') 

ON POSC " RVE",A$ [l , il)+l GOSUB 54 0,2 
60, 48(), ~370 
STOP 

- COMpute Th e ta 

- Loop to COMpute chi -5qua ~ e 
valup 

-R outin e t o display data 

-Review Module 

n 
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IPROGRAM DESCRIPTION I 

DATA TRANSFORMATIONS 

This program will either transform or standardize data sets. The square- root 
transformation is appropriate in analysis of variance when cell variances 
tend to be functions of the cell means. The log transformation ;s useful 
when normalizing distributions with positive skew. 

The standard score (z score) manipulation converts distributions into 
standard score form, with a mean of zero and unit standard deviation . 
The T transformation changes data into a distribution with a mean and 
standard deviation defined by the user. 

Formul a: 

mean = X - Ex --n-

Standard deviation OX =J ( E~2) 

Log transformation = log X 
e 

Square root transformation =~ 

Standard score 5 = 
x-x 

Ox 

T transform t = s( o ) - X 
c c 

Where : a is the constant standard deviation. 
c 

Xc ;s the constant mean. 

) 

) 



, I 
) 

STEP 

J 

1 

2 

1 

) 
3 

4 

5 

ISAMPLE PROBLEM I 
The following data represents the time (;n mi nutes) that it 
took 8 new HP-75 owners to build a short, working BASIC pro­
gram on their new computers . Convert these scores to: 
1) standard scores, and 

2) t-scores with a mean of 75 and a standard deviation of 12 . 

Owner 
1 2 3 4 5 7 8 

Time (minutes) 27 15 26 17 12 
(Artificial data) 

6 

9 8 27 

I SOLUTION I 

INSTRU CTIONS DISPLAY 

Run IlTRANS" Transfonnat; ons 

E to end ; nput, C to correct 

Enter datum 1 Item 1 Score? 

Enter datum 2 Item 2 Score? 

Enter dah.n 3 Item 3 Score? 

**ERROR** Item 4 Score? 

Call error correction Item 5 Score? 

This will be displayed Item 4 deleted = 177 

Enter correct value Item 4 Score? 

Enter datum 5 Item 5 Score? 

Enter datum 6 Item 6 Score? 

Enter datum 7 Item 7 Score? 

Enter datum 8 Item 8 Score? 

End data i nput Item 9 Score? 

Read value of mean and SO, Mean = 17 . 625 Std. = 7.51561 

Enter type of transformation: 

INPUT 

27 [RTN] 

15 [RTN] 

26 [RTN] 

177 [RTN] 

C [RTN] 

17 [RTN] 

12 [RTN] 

9 [RTN] 

8 [RTN] 

27 [RTN] 

E [RTN] 

[RTN] 
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I SOLUTION I 

STEP INSTRUCTIONS DISPLAY INPUT 

Enter transformation type Log, STandard, SQr, or T? ST [RTN] 

5b Std. score transformation [RTN] 

6 Read transofrmations. Use Item 1 Raw = 27 Trn = 1. 2474 [RTN] 

[RTN] key to read the next Item 2 Raw = 15 Trn = -.34927 [RTN] 

t ransforma t; on . Item 3 Raw = 26 Trn = 1.11435 IrRTNl 

Item 4 Raw = 17 Trn = -. 08316 IrRTNl 

Item 5 Raw = 12 Trn = -.74844 I rRTNl 

Item 6 Raw = 9 Trn = -1.14761 I rRTNl 

Item 7 Raw = 8 Trn = -1.28067 [RTN] 

Item 8 Raw = 27 Trn = 1. 2474 [RTN] 

7 Options: Select 'view ' Run again, View again, or End? V [RTN] 

4 Read the mean again Mean = 17.625 Std. = 7.51561 [RTN] 

5 Enter type of transformation : 

Enter transformation t Log, STandard, SQr, or T? T [RTN] 

5a Enter constant V,a Enter ).l,a? 75,12 [RTN] 

5b T score transformation [RTN] 

6 Read the transformations Item 1 Raw = 27 Trn = 89.96885 [RTN] 

Item 2 Raw = 15 Trn - 70.80872 [RTN] 

Item 3 Raw = 26 Trn = 88.37217 rRTNl 

Item 4 Raw = 17 Trn = 74.00208 rRTNl 

Item 5 Raw - 12 Trn - 66.01869 fRTNl 

Ttpm , R .. - Q Ten = " ??R" rRTNl 

!tern 7 Raw = R Trn _ oQ <<100 rRTNl 

Item 8 Raw = 27 Trn = 89.96885 rRTNl 

7 End proqram Run again, View again. or End? E [RTN] 
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IUSER INSTRUCTIONS I 
I 

STEP INSTRUCTIONS DISPLAY INPUT 

Run "TRANS II Trans format; cns 

E to end. C to correct 

1 Enter value of item #i Item i Score? Ai [RTN] 

2 If you made an error: Item i Score? C [RTN] 

This will be displayed Item i De l eted = A 

Gato 1 until all data ;s in 

3 End data ; nput Item i Score? E [RTN] 

4 Read mean and std. deviation Mean = Std. = [RTN] 

5 Enter transformation type : Enter type of transformation: 

) 
Log , STandard, SQr, or T? 

L = Log (base e) transformatio L [RTN] or 

ST = Standard score transforma ion ST [RTN] or 

SQ = Square root transformatio SQ [RTN] or 

T = t - transformation T rRTN] 

Sa let wa s _chosen: Enter U o? " 0 rRTNl 

5b Transformation type is display d transformation [RTN ] 

6 Read transformations Item i Raw = Ri Trn = Ti [RTN]/[BACK] 

7 Rev; ew rout i ne Run again, View again , or End? 

R = rerun the program - step 1 R [RTN] 

V = review the answers and V [RTN] 

select new trans forma t ion 

type - step 4 

) E = ex it the oroaram E [RTN] 



82 

I VARIABLE NAMESI 

NAME DE SC RIPTION NAME DESCRIPTI ON 

A( ) Data storage A$ General use input string 

T Type of transformation N Total N of data 

SI Sum of all data [ Xi S2 
Sum of a II 

E (X ~ ) data-sauared 

K$ Delay function string M Mean of data 

S Sta ndard deviation (N) D Value of displayed trans. 

MD Constant ~ for T SO Constant a 

U Delay, = I if [BACK) used X Increment for output 

,===::::!..!IN~O~T=E~S~A~N~D~R~E~F~E~R~E~N~C~E~S~I===::::JI ) 

Note : 1. The program ;s limited to a max imum of 500 items. To change 
this alter the dimension statement in line 80. 

References: I. B. J. Winer, STATIST ICAL PRINCIPLES in Experimental Design 
(2nd ED), (McGraw-Hill, New York, I971). 

2. G.A. Ferguson , STAT ISTICAL ANALYSIS in Psychology and 
Education (2nd ED) , (McGraw-Hill, New York , 1966), p. 109. 



IPROGRAM LISTING I 
) 

10 1 )RANS - Da t a tr ~ n sfa rM ati on 

20 Log ba se e , s quare root , 
30 ! s tanda r d scor'e, & t score 
40 
SO REV 1 1 /01/82 
60 I 

'711 DI SP " Tranc;for'M;!t;ons" e w 
AIT 1 

8 0 UlM A(SOO),A$[60] 
90 I NTE GER T 

100 DEF FNI( X) = INT( X* 10'S+.S )/10'S 

1 t 0 DEF FNE 
120 IF N(l THEN BE~P 220 e DI SP "Must h 

ave d ata to del e t e " @ WAIr 1 @ GOTO 
15 0 

1 30 DI SP " I teMH j Nj"d e leted = " jACN) 
140 Sl =S l-ACN) @ S2~52-A(N)A2 @ N=N-i 
ISO FNE= O @ ~ND DE~ 
U:,O I 

1'0 ! Delay f unction 

180 ! 
190 DEF FND 

) 2 00 K$ ~ K EYG ~ IF K$( ) C~:R$ (1 3 ) AND K$(}C 
Hid', (!:l) THEN ;::.()() 

2 j,O FND ~ K$ =C ~1R$(8) @ END DEF 
2~~1I N, S l, S :? =O 
230 DI SP CHR<:I'(i97)j " to end in ptJt, " jCH 

IU (1 9S ) , " til C: Or'T'Qct " (<l WAll 1 
24D ON ERROR BE EP 22 0 8 DISP "Enter I E] 

[R"rNl,[ C][ RTN1,or data " @ WAIT 1 ~ 

CDTO ;,:.~SO 

250 DI SP "I'r eM " iNi·i~ " Score"j @ INPUT A 
'.I; 

260 IF PO~H UP I<C$ CP,$» " E ") ~IH EN 330 

270 IF P OSCUPRC$CA$),"C ") lHEN U=F NE ~ 
COTO ~~ S O 

280 Si=S1+VALCA$) @ S2=S2+ VALCA t)A2 e N 
::::N+ i 

290 ACN)=VALCAt) @ GOTU 2SU 
30n I 

3:tri ~ End d a 1 a input 
320 I 

330 I F N(2 TH ~N BEL P 220 € DISP " Must h 
ave More thall 1 :lteM" @ WAI T 1 e GO 
TO 2::;0 

~~o M=Sl/N ffi S=SQR CS2/N- (Si/N)A 2) 

~r.so PRIWI "M f!iHI :::: " jFNICi"1 ) j " SD.= " ~ FN l ( S 
) 

3f,O l.J =FNV m IF U T~IEN 35 0 
37(1 DISI ' "Erlter typ e of· t ra nsf or'MBti on: 

- Function to def ine outPI)! 
pn;) cis:i.on 

- Function to handle err()(' 

- Dec reMen t counters 

- 1) .. ~lay fu n c tion . Wai t f(!r' ' r~l N' 

or' 'BACK' key s. 

-Begi nn inq o~ user dialogue 

-Er'r or trap 

-Chec k to SE·e i. f user' 
(::-nd d a , ';1 e ntr'y 

- Check to ~;a~e if us e r 
c()r' r' t~ct eli:1t':.l 

-· Jrl(: reMent courlters 

wishes 

I" i ~:; h es 

to 

to 

-Ctloclc valid ity of saM ple size 

-COMp ut e Mean and s tand ard 
devl.ilti on 

-Pr OMr) t user to seier1 
t r arls forM a tion t yp e 
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IPROGRAM LISTINGI 

380 DISP CHR1; (204) i "o g, "jCHI<<Ji(21UjCHR 
$(2 1 2)~ "andard ) " jCHR $(2:1. 1) jCHR$(20 
9);"r,' or "; 

390 DISP CHR$(212)j @ INPUT AS 
40U AS=UPRC$( A$&" ") @ A$=A$[1 ,2 1 
410 IF POS("L LOSQ STT " , A1~)=O THEN 370 
4;.:.~ (j T=·Pf.)!; ("L L.OSQSl"' "/A$) @ H ' 1 )1 lHE 

N T=T- 1 
430 1~ 1 >1 THEN T=T/2 
440 IF 1=4 THEN DI S P "Enter " iCHR' (12) i 

" } "jCHRt(9)~ @ INPUT MO, SO 
45 0 AS="Log(e) Sq u~re-rootStd.score 

T-- scor'€;! " 
460 PRINT A$[1*11-10 ,T*111j" tran s forMd 

ticn" 
4 7 0 U=FND 
480 OFF ERROR 
4 9 0 X= () 
~. ; 0 () X::::X+l ~) IF X>N THEN 6iO 

5 i () IF 1 = 1 TH EN D='LOG(A (X) ) 
520 IF 1 =2 THEN D=SQR CA (X) ) 

530 IF 1 =3 OR T=4 TH EN D= ( A(X)-M)/S 

540 IF 1=4 TH~N D=D*SO iMO 

S':::.O PRINT "It eM " ;Xj " Raw::::" jA(X ) j "rr' n ::: " iF 
N l( D) 

S6() U=FND e IF U lHEN X-X- l*( X) I) • GOl 
o S10 

57!) GOlD ':,(1 0 
\:inn ! 

\':is'(j ! Revi f! W r Olltln e 
600 I 

610 DISP CHR$(210} j "un a gai n } "~CHR$ (2i 

1};"iew aga in , or " jCHR$(197}; "nd", 
620 lNPUT Ai @ A1i= UP RC$«,$<\ " ") 
630 ON POS( "RVE",AL[1,iJ)+1 GOTO 610,22 

O, 3StJ,640 
640 STOP 

-Enter Me a rl and S D for 
t-transforMation 

- Di s play n aMe of transforMation 
typ e 

-I ncreMent counter arld check 
for' end of dat<:l 

-CO Mpllte log transforMati on 
-CO Mpute s Qu are-ro ot 

t7'ansfoT'Mation 
-C OMpute t and stand ar d sc ore 

't l ' ,Hl S f 0 1'(1,,) t i Of! 

-Tr'a nsforM Mean a n d SD for 
t--trarlsforMa tion 

-Display transf orMed dat a 

-P r ograM option s 

) 

\ 

) 





TEST STATISTICS 

ONE SAMPLE TEST STATISTICS FOR THE MEAN 
KENDALL'S COEFFICIENT OF CONCORDANCE 
CORRELATION COEFFICIENT TEST 
INTRACLASS CORRELATION COEFFICIENT 
KRUSKAL-WALLIS STATISTIC 
MANN-WHITNEY U-TEST 
FISHER'S EXACT PROBABILITY 
2-FACTOR ANALYSIS OF VARIANCE 
BARTLETI'S CHI-SOUARE STATISTIC 
DIFFERENCES AMONG PROPORTIONS 
DATA TRANSFORMATIONS 

ALL HP-75 SOLUTIONS BOOKS ARE AVAILABLE RECORDED ON M INI -DATA CASSETIES 
FROM EITHER A HEWLETI-PACKARD DEALER OR THE HP USERS' LI BRARY. 
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